Q0000000000 ONUTTRROOOPOPOPGO00COGOIOIOIOIOSGOIBSOOSNOIOOOOOGIVIOEFTTIOGONOGIONONIOINOYS

Q LA : QOS@) Microsystem - MOP_ II{H

NN \\\\

PLA

A One-Dimensional Temperature Model for a Snowcover:
Technical Documentation for SNTHERM.89

Rachel Jordan

J. S. Army Cold Regions Research and Engineering Laboratory
72 Lyme Road, Hanover, NH, U. S. A.

SPECIAL REPORT 657
[ ENERGY ]

Sun  Atmospheric Radlalion

Rellection

e L1 re- . Compacl!cn

Snow Reradlation Wind
Freezing ¢ ., ——
¢
Rain  *, Vapor AN Temperature
ll ® e ! Rh
TR DE—
¢ 0 ) ' et ————
2 A .
| o ‘, \ _ Turbulent
¢ ¢ xchange
- Vapor DiHusion \ In Depth 5
: , Melting 7 'Absorption
1 < — O
| |
! | Freezlng |
| Melt Flow J/ﬁ////////////// '
I !
i !
| I

-Mixture of Ice, Water and Soll

UNPROOFED PAGE GALLEYS |




I'it'.'.‘.I"Ul"'i 1 VWU IVIIaIYT I MM Yl & 7% Yl e OMEB No., O0/04-0188
“TUbIE Tep0ring Durden Tor ims collection of informatan is 9sumaled 1o averaga | Raur por rBEponsa, INCRICING INA M [0f (eViBwWing INSIUCLONS, SAArChing 8XsUNg data sources, gathanng and

mantainng the data nesded, snd compieting and reviewing the colisction of Information. Send commans regarding this burden estimate or any othar aspect of this collecion ol information,
Inciuding suggesuon for reducing this burden, 1o Washinglon Headquanaers Servicas, Diractorata lor Iniormation Qperauuns and Repons, 1215 Jetterson Dawns Highway, Suite 1204, Adinglon,
VA 22202-4302. and 1o the Office of Management and Budgat, Paperwork Recucuon Project (0704-0158), Washington, DC 20503,

L. AGENCY USE ONLY {Leave blank) > AEPORT DATE 3. REPORT TYPE AND DATES COVERED
Xxxx Year
s TITLE AND SUBTITLE | 5. FUNDING NUMBERS o

A One-Dimensional Temperature Model For a Snow Cover: Technical

Documentation for SNTHERM.89 PE: 6.11.02A
6. AUTHORS — - — | PR:4A161102AT?24
TA: FS
Rachel Jordan WU: 010
7 PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING QRGANIZATION
REPORT NUMBER

U.S. Army Cold Regions Research and Engineering Laboratory

72 Lyme Road Special Report 91-xx
Hanover, New Hampshire 03755-1290 | |

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING/MONITORING
l AGENCY REPORT NUMBER

N §

11. SUPPLEMENTARY NOTES

12a. DISTRIBUTION/AVAILABILITY STATEMENT | 12b. DISTRIBUTION CODE

Approved for public release; distribution is unfimited.

Available from NTIS, Springfield, Virginia 22161

U

13. ABSTRACT {Maximum 200 words}

This report provides technical documentation for the computer code SNTHERM.89, which is a one-dimensional mass and
energy balance model of snow and frozen soil. The model is structured using a simplfied mixture theory and addresses coupled
mass and heat flow, phase change and snow metamorphism. The underlying theory and numerical equations are presented,

Included are detailed descriptions of the computation of the energy fluxes at the air/snow interface and of optional routines
for estimating short- and long-wave radiation on horizontal and sloped surfaces. !

14, SUBJECT TERMS 15. NUMBEH&{ PAGES
NEED KEY WORDS 16. PRICE CODE

17. SECURITY CLASSIFICATION 18 SECURITY CLASSIFICATION 19, SECURITY CLASSIFICATION 20. LIMITATION OF ABSTRACT
OF REPCAT OF THIS PAGE OF ABSTRACT
UNCLASSIFIED UNCLASSIFIED UNCLASSIFIED UL

NSN 7540-01-280-5500 Standard Form 298 (Rev. 2-89)

Prascnbed by ANSH St 23316
298-102




- N10S6
e A

PREFACE

This report was prepared by Rachel Jordan, Physicist, Geophysical Sciences Branch, Research
Division, U.S. Ammy Cold Regions Research and Engineering Laboratory. Funding for this report was
provided by DA Project 4A161102AT24, Cold Regions Surface-Air Boundary Transfer Processes,
Task FS, Work Unit 010. This project was conducted for the Directorate for Research and Develop-
ment of the Office of the Chief of Engineers, U.S. Armmy Corps of Engineers.

Computer programming support for the one-dimensional mass and energy transponimc:del was
provided by James Jones of Sparta Systems, Inc., Lexington, Massachusetts. Funding for this support
was provided by the Smart Weapons Operability Enhancement program.

This document was technically reviewed by Dr. Robert E. Davis and Dr. Joyce Nagle of CRREL.
The equations in the manuscript were typed by Sandra Smith of CRREL.

The author appreciates the help provided by numerous individuals who have shared information

intheirareas of expertise: Dr. Mary Albert, Dr. Edgar Andreas, Dr. Patrick Black, Dr. Samuel Colbeck,
Dr. Robert Davis, Dr. Donald Perovich and Dr. Y.C. Yen.

1l



CONTENTS

Preface e veeresrarstnrerasnnnetns eerearteeesasanenesseasasene Cvereasseeresaesaraneasisanens
Nomenclature .............. feartrerieeeerinsversetsarasssetinrarisransnrrreennenranas. teernssrsevsrbrasenares veereratresans rreres
[NTOAUCIION oo reerres s anninecessnaasanran S veeereseeeavrrans reeerveereereertennsrernanes reveerairneeveransans g
General descniption of model ..........c............ Csresmerereieereesrarenraesaraneessassenteses
Background ............... et bt s e e b b ene e aes rerteeerebiersenees
QOutline of the report .....coeeneee eenernrrneesssaastsasans btbieesaresesaseserantesessrvastontensone ecereessrnnas
Basic definitions. ........... eieeeeesesreteretntestnrestnstreatatttsetieesanntantrrerannn reereatersssemnensrnesarneinsentane
Mass and momentum balance ...cveeeevereennnneee. cremeeneane Ctneesmretrasrsessrareaeesrtreraarasatasnenrararns :

Genﬁral theory and numerical methOd -------- T EIITEEEIYEE N Y I F I SRR LTSI passaandddabhttvdindndansennn
Equﬂ.tiﬂns fﬂr mﬂ.ss ba.lﬂnce L T L R Ny e R Y R L L L L L T L N I T LTI

Snow compaction and granular growth rate .......... veerireurenreeeassnseenannes cevanerannes
Momentum balance and flutd flow ....ocivvvvvennene. rreeaensveeereeeaseseanonnn
Boundary condition for mass and momentum balance ............... erraresans
Energy balance............ rerirsteessaeneensersiesarnaesesraesineesanaen ceecreaeas . cerrarreees vareresssaasasseseinnnes

FASEREUERE BN A R

Energy equation sErsrasra s ssdadbdadbbdi bt da bt bbb bdirFrTaFERRSSAY L EEE R LA FR R R R R RN N R E RN R R E RN R R R RN ER LR R RRRRRR R L AR R AR |

Phase ChANEe ...c.ocorieiieeiieericcrccsresresseserererresessensaseassnsas
Surface energy balance ......vvrvinniviecenicenninnn, st anttbrseesarsasersnenasasantnas traversaresessenses .

Discretization and numencal implementation........c.ccceevenen. veriresssesserreners
General structure of the model ............. ereeeeretesetesretsteataaaatatseasaebenaseteasestessanteststaraen
Mass Dalance SECUHOM v iiceerrerrcrrrrssssesensereressssssasnas
Energy balance section ... crevesrressaeeata i sanerasnenernans crerensenas
Final adjustments and adaptive ime-step method .......
Combination and subdivision Of DOES ...ivvviiiveiirteircsiieerrecrevesssnserssessaasarssssssssens

Model verification ........ reettiebesesssaaseranansassatsEtaeaaeeteettetrasenseasnrranasesstenestrnanbennananrensases

CONCIUSIONS .eneeeeieeeeiereerosssseseesssssssreeresaessesesentessosneressssnsstsssesannsnnensesssesessnsnsssnsenssesssnesassesen

Literature Cited .....ccvvvvemvirevmrnsrinnninnnenssansesanencanes

ADSITACT cevireeiivererrrensrrrrnnrasanens fereeteratsraseteriretetesstiaer e ranernasreaenne errnrreearens eerrensessaerersens ravenas .

lllll

ILLUSTRATIONS

Figure
1. Fractional volume relationships in snow and soil ......... creerrmasensessesesasensasaeasasensanne
2. Finite-difference grid......cccoviecrconiiiicecccieienens vreeesrnrnreerans treeeaasressntesnsmaeseneseasarernas
3. Mass liquid water fraction f, predicted by eq 67 ......... ervessaessistessasssssenatanesresrasnesns
4. Conceptual geometry for a three-layer solar insolation modet ....................

5. Geometry for radiation incident on a sloped SUITACE ...uueereciecreeriiornererssssrerssssscssases
6. Abbreviated flow chart of SNTHERM.89.................... seesrereesaeetecessaneessrraserrnarssessnsene

7. Diagram of flow zone system used in solution of fuild flow equations ........ccuee......
8. Mass water flux at the bottom of a 1-m-deep SNOW COVET ..uvrrirvirerecransareanee vereersrese
9. Predicted profiles of temperature and bulk liquid density in a 1-m-deep fresh

SNIOW COVET .......... iveaeares fereesrtennnetneeeesanesessasasrasstnstasasnsenteseerentasane
10. Conceptualization of the melt zone (T} <T<T () covernririrnrrnsnernnesnniesneenen, crecones
| 1. Comparison of predicted vs measured surface temperatures for snow at

Hanover, New Hampshire ....cccooevveeccreenniceninenrieneeenn.

A FAFYFFASFRFRE RN RN ETFFRFRIR ARG AE FEA T RAE R AA

1

Page
1i

O O B bW R R e e

L Gl L L b et et s s e
atﬁmcc::::-mmmmm

Lh

20
24

31
32
35

36
38

43



" TABLES
Page

Table
1. Assumed snow parameters and mode! predictions of water infiltration in fresh,

ripe and refrozen SNOW COVETS ...oriumrermmcssssassmsmsssusstissassassssessees SUS— vrrcesrsesasniee 35

v



NOMENCLATURE

Allunits are inthe mkssystem, with the exception of pressure, whichisexpressed as either

mb or Nm~2, One calorie converts to 4.1868 J.
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e(s

Adjustable parameter in grain growth equation (m?/s)
Constant in freezing curve (K™!)

Constant in freezing curve (K“‘I)
Prlg K

. . He
Element in tndiagonal matnx; also area

Coefficient in fluid flow equation = maX (kg/m? - §)

Absorptivity in solar insolation routine

Element in tndiagonal matrix vector

Adjustable parameter in grain growth equation (K™)
Constant term in linear approximation for sej
Specific heat (J/kg - K)

Specific heat of air at 0°C (1005.0) (J/kg - K)
Specific heat of water at 0°C (4217.7) (J/kg - K)
Apparent specific heat, incorporating melt (J/kg - K)
Constant in computation of C, (kgjm3 » K)

Snow densification constant

Snow densification constant

Snow densification constant (X~)

Snow densification constant (m3/kg)

1 - ar q)d
Constant in fluid flow equation = pe (—r SA) : (kg/m?-s)
¢

Constant in computation of hemisphencally emitted spectral radiation
(0.59544 x 10716 Wm?2)

Constant in computation of hemispherically emitted spectral radiation
(1.4388 x 1072 Km)

Variation of saturation vapor pressure with temperature relative to phase k (N/m? . K)
Dimensionless bulk turbulent transfer coefficient for latent heat

Dimensionless bulk turbulent transfer coefficient for momentum (drag coefficient)
Dimensionless bulk turbulent transfer coefficient for sensible heat

Dimensionless bulk turbulent transfer coefficient for latent heat under neutral stability
Dimensionless bulk turbulent transfer coefficient for momentum under neutral stability

Dimensionless bulk turbulent transfer coefficient for sensible heat under neutral stability
Fractional compaction rate of snow cover (s~

Diameter of snow grain (m)

Constant in computation of solar insolation

Diffusion coefficient

Constant in computation of solar insolation

Effective diffusion coefficient (m?2/s)

Effective diffusion coefficient for water vapor in snow (m?/s)

Effective diffusion coefficient for water vapor in snow at 1000 mb and 0°C
(0.9 x 107 m?/s)




ch Effective diffusion coefficient for water vapor in soil (m?/s)

Dﬁ{]g Effective diffusion coefficient for water vapor in soil at 1000 mb and 0°C
(1.61 X 1073¢) (m?/s)

e Slope elevation angle (radians)

Eig Windless exchange coefficient for sensible heat (W/mz.- K)

E Exchange coefficient for sensible heat (J/K - m3)

Ecy Windless exchange coefficient for latent heat (W/m? - mb)

Eg Exchange coefficient for latent heat (J/mb - m3)

fallrate  Meters of hourly accumulation of bulk precipitation (m/hr)

/4 Mass liquid-water fracuon (v,/y,,)

?z Portion of f, that is independent of water content

ffp Mass liquid-water fraction of precipitation

fin Fractional humidity within medium relative to saturated state (0.0-1.0)

F Slope of freezing curve

f Temporal average of F over temperature for the current water content

g Acceleration due to gravity (9.80 m/s2)

g Gravitational vector (positive downwards) (m/s2)

gl Grain growth parameter

22 Grain growth parameter

gk Term in melt-zone switch (K)

g, Coefficient in melt-zone switch (Km3/kg)

h Specific enthalpy (J/kg)

H Enthalpy adjustment factor

ioffset Nodal offset between bottom of grid and bottom of flow zone

[ Energy flux (W/m?)

I...(A) Intensity of hemisperically emitted spectral radiation (W/m3)

I, Intensity of hemisperically emitted all-wave radiation (W/m?)

op Energy flux across air interface (W/m?2) _

[ l;ﬁ Energy flux across air interface, excluding solar radiation (W/m?)

[ oy Portion of /| , that varies with temperature (W/m?)

Ih;p‘ K Portion of [“;p not varying with temperature (W/m?2)

[ nr Sensible heat flux across air interface (W/m?)

I eonv Convective heat flux across air interface (W/m?)

Ih_l Downwelling long-wave radiation flux (W/m?)

IUT Upwelling long-wave radiation flux (W/m?)

I, Latent heat flux across air interface (W/m?)

L ol wl Downwelling long-wave radiation flux under clear skies (W/m?)

I Solar or short-wave radiation flux, net of downwelling and upwelling components (W/m?)

Isl Downwelling short-wave radiation flux (W/m?)

1T Upwelling short-wave radiation flux (W/m?2)

I, dimﬂl Downwelling direct short-wave radiation flux (W/m?2)

/s difrusc‘L Downwelling diffuse short-wave radiation flux (W/m?)

I slnpc‘L Downwelling short-wave radiation flux (W/m-)adjusted for incidence on sloped surface
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W v v
0

Solar insolation at top of atmosphere (W/m?)

Surface energy balance at air interface (W/m?)

Radiation flux vector, net of downwelling and upwelling components (W/m?2)
Nodal or volume element index

Nodal or volume element index relative to flow zone

Nodal or volume element index for atmosphere relative to air/ground interface
Generalized flux

Flux with may be either convective or diffusive

Plasticity index (fraction of water)

Index for constituents

von Karman constant (0.40)

Thermal conductivity (W/K - m)

Effective thermal conductivity, including effects of vapor diffusion (W/K - m)
Coefficient on T for heat conduction at contro! volume interface (W/K - m?)
Hydraulic permeability (m?)

Saturation or maximum permeability (m?)

Latent heat of fusion for ice (3.335 x 10° J/kg) Mellor 1977)

Latent heat of sublimation for ice (2.838 x 10% J/kg at 273.15 K) (Mellor 1977)
Latent heat of evaporation for ice (2.505 x 10° J/kg at 273.15 K)

Coefficient in linear approximation for 5:3

Rate of melt (kg/m? - s)

Rate of sublimation (kg/m? - s)

Rate of evaporation (kg/m? - s)

Melt term in fluid flow equation = [Mﬁdz (l - E—’E) - Py s AzCR J (kg/m? - s)
1

Index of top node or volume element
Index of top node or volume element in flow region

Index of top node or volume element in atmosphere
Differential pressure between phase j and & (mb or N/m?)
Pressure (mb or N/m?) |

Atmospheric or air pressure (mb)

Capillary pressure (mb or N/m?)

Pressure in liquid water (mb or N/m?)

Melt function (kg/m?) |

Turbulent Prandlt number at neutral stability

Snow load pressure or overburden (N/m?)

Water vapor pressure in air (mb)

Saturation water vapor pressure at T = 0°C (mb)

Saturation water vapor pressure with respect to phase k£ (mb)
Past net heat fluxes (W/m?)

Stored heat coefficient (W/m? - K)

Elemental absorbed solar heat (W/m?) |

Guas constant for water vapor {461.296 J/kg - K)
Bulk Richardson number

Vil



Reflectivity in solar insolation routine

Liquid water saturation (fraction of voids filled by liquid water)
Ireducible or residual liquid water saturation

Steady-state effective liquid water saturation

Antecedent liquid water saturation

Effective liquid water saturation

Estimate of 5, obtained from solution to cubic equation

Ratio of average diffuse radiance from the solar and antisolar quadraspheres
Source density or internal production term

Surface vector (m#)

Turbulent Schimdt number at neutral stability
Temperature (K)

Lower temperature limit of melt zone (K)
Upper temperature limit of melt zone (K)
Depression temperature, 273.15 - T (K) |
Effective temperature error (K)

Apparent transmissivity in solar insolation routine, which includes forward
scattered component,

Transmissivity in solar insolation routine

Mass flux (kg/m? - s)

Mass flux vector, positive upwards (kg/m? - s)

Mass flux vector, which may be either convective or diffusive (kg/m? - s)

Net mass liquid water flux, averaged over past and current time steps (kg/m? - 5)
Seepage velocity (m/s)

Seepage velocity vector, positive upwards (m/s)

Volume (m?)

Wind velocity {(m/s)

General unknown in linear equation matrix

Distance of nodal midpoint from snow/ground interface (m)

Roughness length (m) |

Thickness of snow cover or distance of snow surface from ground interface (m)
Reference hei ght above the surface for wind speed measurement (m)

Reference height above the surface for temperature measerement (m)
Reference height above the surface for relative hunudity measurement (m)

Albedo

Albedo of upper layer

Bulk or asymptotic extinction coefficient
Extinction coefficient for near-IR radiation
Extinction coefficient for visible radiation .
Bulk density (mass/total volume) (kgjm3) -
Kronecker deita

Thickness of volume element (m)

Time step (s)

Minimum tme step (s)

Thickness of thinnest volume element (m)
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air

Subscripts

a,air

!

k
4
d
5

Control volume, AAz (m°)

Relative azimuthal angle of slope relative to that of sun minus ® (radians)

Emissivity
Exponent on s, for permeability function

Clear-air all-wave bulk emissivity of atmosphere
Clear-air all-wave bulk emissivity of atmosphere with Wachtmann correction

Viscosity coefficient (kg/m - s)

Viscosity coefficient at T =0°C and v, = 0.0 (kg/m - 5}

Fractional volume
Solar zenith angle (radians)
Wavelength (m)

Viscosity of water at 0°C (1.798 x 1073 N s/m)

Intrinsic density (kgjm3)

Density of air at 0°C and 1000 mb (1.276 kg/m?)

Intrinsic density of ice (0.917 x 103 kg/m>)

Intrinsic density of water (1.00 x 103 kg/m?3)

Density of snow, including liquid water (kg/m?)

Equilibrium water vapor density with respect to phase & (kg/m?)

Stefan-Boltzman constant (5.669 x 1078 W/m?2 . K%) (Siegal and Howell 1972, p. 738)

Porosity

Aspect angle of stope measured clockwise from north (radians)
Solid porosity (volume between the solids/total volume)
Stability function for the transfer of momentum

Stability function for the transfer of water vapor

Stability function for the transfer of heat
General physical quantity
General quantity in conservation equations

Alr

Ice

Generahized coefficient for constituent
Liquid water

Dry soil constituent

Snow

Saturated state

Solid

Total media, snow or soil

Water vapor

Saturated vapor state relative to phase &
Combined liquid and solid water phases
Precipitation

Transfer of liquid water

Transfer of heat

Transfer of momentum

Neutrat stability
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A One-Dimensional Temperature Model
For a Snow Cover
Technical Documentation for SNTHERM.89

RACHEL JORDAN

INTRODUCTION

General description of model

This report describes a one-dimensional mass and energy balance model, SNTHERM.89, for
predicting temperature profiles within strata of snow and frozen soil. The model is intended for
seasonal snow covers and addresses conditions found throughout the winter, from initial ground
freezing in the fall 1o snow ablation in the spring. It is comprehensive in scope, being adaptable 10 a
full range of meteorological conditions such as snowfall, rainfall, freeze—thaw cycles and transitions
between bare and snow-covered ground. Although surface temperature prediction is the primary
objective, transport of liquid water and water vapor are included as required components in the heat
balance equation. Snow accumulation, ablation, densification andmetamorphosisarcaddressedinthe
model, as well as their impact on the optical and thermal properties of the snow cover. The water-
infiltration algorithm assumes gravitational flow and is coupled to the equilibrium temperature in

frozen strata through thermodynamically denived freezing curves. It does not include the effects of

capillary pressure, which are required for an accurate representation of water flow in soil. Water flow

in soil Is therefore discounted, and water is artificially drained from the system when infiltration
reaches the snow/ground interface. The model is primarily intended for low-level water flow, and
while it will handle spring runoff conditions, it will not do so as efficiently as hydrological models
developed for that purpose.

A numencal solution 1s obtained by subdividing snow and soil layers into horizontally infinite
control volumes, each of which is then subject to the governing equations for heat and mass balance.
As a spaunal discretization procedure, the control-volume approach of Patankar {1980) is adopted,
which is similar in implementation to a finite-difference scheme. A Crank-Nicolson method is used
for discretizing the time domain, which gives equal weights to past and current time periods. The
diffusive and convective components of the heat and mass fluxes are numerical}y approximated with
central-difference and upwind schemes, respectively. Governing sets of equations are linearized with
respect to the unknown vanables and solved by the tnidiagonal-matnx algomhm The model contains
an adaptive time-step procedure that automatically adjusts between maximum and minimum values
(typically between 900 and 5 s) to achieve the desired accuracy of the solution. This approach is
efficient in terms of computer time, since in most instances quarter-hourly time steps are sufficient,
and smallersteps, associated primanly withmeltand water flow, are implemented only as needed. The




overall structure of the model is very flexible, permitting an unlimited number of nodal subdivisions
and matenial types or layers.

The governing equations are subject to meteorologically determined boundary conditions atthe air
interface. Surface fluxes are computed from user-supplied meteorological observations of air
temperature, dew point temperature, w_i_gd_;p;cd, precipitation and, if available, measured value;?}?
solar aﬂdjgéomjpg;ﬂ;qred cadiation. In lieu of measurements the model provides estimates of
radiation through routines that take into account solar aspect, cloud conditions, albedo and inclination
of the surface {Shapiro 1987). In addition, any of the meteorological values can be estimated by user-
supplied algebraic functions. The model is initialized with profiles of temperature and water content
for the various strata, the accuracy of which determines the time required for the simulation to
equilibrate afterinitiation of the computerrun. Physical characteristics forthe selected strataare either
entered by the user orare supplied from intenal data bases, currently provided for snow, sand and clay.

Background

The original objective for the one-dimensional snow model was to predict the temperature
difference AT between the surfaces of tank tracks and undisturbed snow. The earliest version (Jordan

et al. 1986) was restricted to homogeneous dry snow and permitted only three nodal subdivisions of
the snow cover. Even inthis simplified state, comparison of model predictions with field observations
indicated promise forthe approach. Animproved and expanded version, SNTHERM.87, incorporated

phase change, permired vertical inhomogeneity in snow cover characteristics, and relaxed the
restriction on the number of nodes. Field-test venfication over a temperature range of =35 to 0°C
showed the model capable of predicting the AT of tank tracks with an accuracy of £1°C (Jordan et al.
1989). SNTHERM .89 marks a major extension to the model, incorporating the mass balance features
described in the preceding paragraphs and addressing metamorphism of the snow pack, Water flow
is limited to snow, for which an appropriate gravity flow algorithm is used. An expanded model,

e Ay S ——

SNTHERM?, which is currently in production, includes capillary flow in soil, redistribution of water

al——— - e mlaroame E— -

towards a freezing front, ponding, saturated flow and a two-stream radiative transfer algorithm for
computing albedo and solar absorption. The present version, SNTHERM .89, whichhas beenreleased
as an interim model. contains material stili under development, as noted in the subsequent discussion.
The purpose of this report is to provide technical documentation in support of the limited distnibution
of the SNTHERM.89 code. An expanded and more in-depth publication (Jordan, in prep.) will

accompany the release of SNTHERM?Z. |

-~ Early development of the CRREL model drew extensively from the thorough and definitive study
of Anderson (1976). Later versions have employed the mixture theory approach espoused by Morris
and Godfrey (1979) and Morris (1987), which has recently been given a rigorous theoretical

framework by Morland et al.(1990). The treatment of water flow within the snow pack is taken from
Colbeck (1971, 1972, 1976, 1979).

Outline of the report

The outline of this report is as follows. The next section provides a general description of porous
media and sets forth the basic mixture theory and terminology that are used in the model. The following
section is devoted to aspects of mass balance, first establishing the basic numerical approach and then
to developing the continuity and fluid flow equations. Also included in this section are discussions of
snowfall accumulation, snow cover compaction and grain growth. The energy-balance equation and
phase-change algorithm are then presented, along with the related issues of solar extinction in snow,
turbulent exchange across the air interface, and estimation of radiation fluxes. The last major section
is devoted to the numerical implementation of the conservation equations and to a descnption of the

overall structure of the model. The remaining shorter sections present examples of model venfication
and the concluding remarks.

)



BASIC DEFINITIONS

Snow and soil are examples of porous media, which are characterized by a solid, immobile matrix
and an interstitial system of more or less evenly distnbuted voids. They are mathematically described
here by mixture theory, which takes into account the constituent mix of the matenal and the interfacial
relationships among the phases. In the case of snow the matrix is composed of ice, and in soil, of the
dry solids. In contrast to snow the ice component of frozen soil is considered to be mobile and detached
from the supporting matrix. The void space in snow or soil is completely occupied by animmiscible
mixture of fluids, composed of air, liquid water and mobile ice. Airis further subdivided into miscible
dry and moist components. Whereas dry air is relatively inactive in the thermal process, water vapor
consumes an appreciable amount of heatupon sublimationand s considered as a separate component.
Dry air, the dry soil solids and the three phases of water will therefore constitute the mixture under
study. At this stage of development, contaminants are not taken into account. Within the snow or soil
medium, all five ¢onstituents are assumed to be in local thermal equilibrium, and in the limit of a one-
dimensional study the medium is considered to be honzontally homogeneous.

With the objective of a unified approach adaptable to either medium, the simplified mixture theory
presented here can be applied to soil or snow. On a spatial scale of centimeters, the media approach
2 continuum and can be described by butk properties. Using the terminology of mixture theory (Mormis
1987, Morland et al. 1990), the partial or bulk density ¥, is introduced to denote the mass of constituent

L) S
k per unit volume of medium, where the subscript kbecomes v, ¢,i,aord for water vapor, liquid water, —

i o — —
o e, r

ice, air or the dry soil solids, respectively. Intrinsic density p, is defined as the mass of constituent k__

per unit volume of constituent k and is related to bulk density as

Yi= 0y Py (1)

where 8, is the volume fraction or partial volume (m3/m3) of constituent k, and ¥, and p, are inkg/m”.
Taken over the five possible constituents in the medium, the sum of the volume fractions is unity, or

T 6 =1. @)
K

The sum of the constituent bulk densities is the density p, of the total medium, written as

=Y Bkpx =2, Yk - (3)
K "

Since the mass of air is less than 1% of the snow mixture, the density of snow p_ and the bulk density
of the combined liquid water and ice constituents (Y,, =Y, +Y;) are nearly equal in magnitude and will
often be referred to interchangeably. Because mixture theory is consistently applied in the develop-
ment of the model. the mathematical structure is very flexible. By changing the specified volume
fractions or volumetric mix, it is possible to simulate a variety of terrain features, such as ice fields,
lakes and pavements, as well as snow and soil, with the same basic set of equations.

Porosity ¢ is a measure of the space within a medium available to fluids and is defined as the ratio
of the pore volume to the total volume (m3/m?3). Since the supporting matrices of snow and soil are
made up of ice and dry solids, the porosities of these two materials are defined as

¢=1-ei=1-%ﬁ. (4a)
1
for snow and

¢=‘"0“="%§. (4b)
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Ory Air
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Liquid Water 8, =5é

{ Dry Air
8. ®ed _< Water Vapor

Dry Solids

ﬁd=1—¢

Figure 1. Fractional volume relationships in snow and soil. The air portion includes dry
and wet (water vapor) components.

forsoil. An alternative quantity, termed the “solid" porosity ¢, (where the subscript sd refers to solid),
will be used to refer to voids between the solids (ice plus dry solids) and is written as

¢ =l_1.i_—1ﬁ_ 5
sd P, 04 (3)

In practice, only the interconnected pore space is available to fluid flow, which is not accounted for
in the preceding definitions.

Volume fractions 8, can be expressed in terms of the porosity and the liquid saturation s, where the
latter is defined as the volume of liquid water per unit volume of voids (m?/m>). The following
frequently used relationships, noted here for reference, are illustrated in Figure 1:

0, =1-¢ (forsnow)

0, =50 (6)
0=9sq -5
O, =g - 50.

MASS AND MOMENTUM BALANCE

General theory and numerical method

Heat and fluid flow within porous media are governed by conservation equations for mass,
momentum and energy. Within a finite control volume AV, the time rate of change in these quantities
must equal their net flow across the bounding surface dS, plus their rate of internal production. Using
the control-volume method espoused by Patankar (1980, p. 30-31), the equations are formulated here
in integral form, subject to assumed profiles for the physical quantities within AV, This method lends
itself to direct physical interpretation, in that quantties are in theory conserved over AV rather than at
an infinitesimal point as with a finite-difference scheme.

The numerical solution is obtained by subdividing the snow and underlying soil into n honzontally
infinite plane-parallel control volumes of area A and vanable thickness Az, as shown in Figure 2.
Contrary to usual practice, these are indexed in ascending order from the bottom up, which permits
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the agcumulation or ablation of snow at the top of the snow cover without renumbering the clements
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Generally speaking, the gnid is constructed'se that volume boundaries correspond to the natural
layening of the snow cover, which assures thatassumptions of nodal homogeneity are realistically met.
As snow compacts over time, the grid is allowed to compress, §0 that the volume elements continue.

iy m
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0 corres;:aond with the ori g:nal sample of snow. Thus the paramneter z is not strictly a spatial coordinate
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but rather specifies the nodal position relative to the snow/soil interface. The velocity of the fluxes is

ke A g W -l ey o

taken with respect to the deforming grid and is positive in the upward ward djrecnon.

- a . - - . el i = W el

In accordance with the control volume approach, conservation equations are expressed in integral
form as

r f
I QW =31 j.daS+ | 57 (7)
af v J S ' JV :
time rate fluxes . source | Ll el o
"~ I ppafe 7
of change " term f Yol T : W:/ /
1 ‘ I [é’ f-?’..-
~_ JUA 5 F /

where & =i, £, vanda
(2 = quantity being conserved
J = flux
S = source density.

The overbars indicate a temporal average over the time step (Ar). Based on assumed profiles for the
various physical quantities, the integrals are then evaluated over the control volume (AV = AAz). If
physical quantities are taken as stepwise-homogeneous, the mean and nodal values of () are the same
and the control volume formulation reduces to the more commonly used finite-difference method
(Smith 1978, Albert 1983). The terms “element,” “node™ and **control volume™ will henceforth be used
interchangeably but in a strictest sense refer to the control volume. As in any finite description, the

approximate solution must converge to the actual solution as the grid spacing becomes sufficiently
small.

If €, vy, and § are homogeneous over AV, eq 7 integrates to

3/6L+¢J‘

- -_— e e oy o
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ot k
time rate fluxes source
of change term

where j = nodal index

k =i ¢ vanda
\

i*+1 = index referring to the upper bounding surface of the control volume.
|

1 = index referring to the lower bounding surface of the control volume.

Note that the elemental thickness Az is left within the derivative. The quantity v, Az (kg/m?) will
henceforth be referred to as a mass, although it is actually normalized per unit area. The asterisk on
‘he flux term J* indicates that it may be either convective or diffusive or a combination of both
processes. Within the temporal domain a Crank-Nicolson weighting scheme is used, which implies
that quantities vary linearly with time over 4r. The temporal average for any quantity ) is therefore
expressed as

x =05 P r!] (%)

where y'- 8 and ¢’ are the pastand current values. Henceforth, an overbarindicates anaverage as stated
ineq9. The iterative time step ranges between user-specified maximum and minimum values (usually

900 and § s)and is adjusted automatically by the program so that the desired solution accuracy is met,
15 discussed later. If we assume that liquid water is dragged along by the compacting ice matrix, the
partial masses of the ice and liquid water constituents are conserved during compression, so that for
an incremental change intime, (Y, Az)! = (Ykaz)‘"m, The densities of water vapor and dry air, however,
remain invariant during matrix deformation. A portionof gas is expelled from the contracting volume,
which must be taken into account when defining the fluxes for these constituents.

Inevaluating the surface integral for the fluxes, itis assumed that the profile of Q is piecewise-linear

for adiffusive—conductive process and stepwise for aconvective process. The formerleadstoacentral
difference scheme of the form (Smith 1978, Albert 1983)

4l L]
net conductive-diffusive flux = [J-’*IE-J*'";‘] = - (D%Q—)HI—(D?)J : (10)
z z

where D is a diffusion coefficient. The latter leads to an upwind scheme (Patankar 1980), wnitten as

net convective flux = [jj“ ~ ﬂ] = [(UQ)f+l —~ (UQ)f], | (11)

in which U is a mass flux. Conductive—diffusive fluxes at the control volume boundanes are denoted
by 7Ji+3 and 1 =% (with the asterisk omitted), and convective ﬂuxesu;f"‘ Vand J/ (by). In the latter
scheme the flux has the value of the upwind element, which makes it an appropriate method when

gravitational flow dominates, as is generally the case with water flow through snow.

Equations for mass balance
Fora given time step, solutions to the mass and energy balance equations are obtained sequentially,

with the fluid flows being determined firstand subsequently coupled to the energy equation. The mass
balance equations apply simultancousty tothe total medium and the individual constituents. Inintegral

form the mass conservation equation for the medium is expressed as




9 | pldv=_zfu;.ds (12)
where k=i, ¢, vand a and U represents mass fluxes corresponding to flows of falling snow or ice,
liquid water, water vapor and air, defined as

Up = PxBrvk = Yk Vi (13)

where v, is the seepage velocity vector (m/s) and the asterisk indicates that the flux may be either
diffusive or convective. All quantities, including the total density p, and the control volume AV, are

assumed to vary with time. Similarly, conservation equations can be written for each of the water
"o . .'{ Y ,..{E ﬂ'"f '

DhﬂSES a5 r:: Ii -..:P '# - . ‘ I-::J r}- I{' {Lﬁ,ﬂﬁ-f" -..I:“.:{ g ‘
e L W
| : )
_3_[ VedV = - | Up-dS + 3 | MepdV [1-5¢7) | (14a)
dr Jv s K Jv -

where k&’ =i, £ and v and for dry air as

f r
I eV = _| UL~ 45 . (14b)

The vanable Sk,k is the Kronecker delta, the source terms M i Mﬁ and M., denote the mass rates of
melt, sublimation and evaporation (kg/m>'s), and

Mw=-Mp. | (15)

At this stage in model development, the soil matnXx is taken as immobile and incompressible and
therefore does not require a constituent equation. Air is assumed to be incompressible, stagnant and
at atmospheric pressure throughout the pore space. For this version of the model, its effect on water
flow is not considered. Furthermore, since only latent heat changes are retained for the gaseous
constituents, mass changes in dry air are henceforth neglected. If flows are constrained to the vertical

direction and the bulk densities and source terms are assumed to be constant over AV, eq 12 and 14
become

) T
_Q_";’tdiz =—E(U1:J+I—U;j 1)
ot k

where k=1, £ and v, and

3 yeaz = (U Up 1) 0 S My b (1= Bpa) (16)
ar ”

where k, k' =1, £ and v. Although the assumption of negligible free convection of air seems reasonable
for a seasonal snow cover, there are indications of enhanced thermal conductivity at the top of the

snowpack during moderate to high winds. The effectf of forced convection due to windpumping on
heat transfer within snow warrants further investigation (Colbeck 1989).
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[gnoring the convective flux for water vapor and taking into account vapor expelled from the

contracting control volume, we can write the continuity equation for water vapor as!

S | 1
- v It ]
aYv Az _ pv ae? Az — (D¢ Q&) 2 _ (D: &L) 2 + ﬁ!’fﬂ Az + va Az (17.)
of dat dz 3z
expulsion vapor diffusive vapor - SOurces
flux - flux and sinks

where D, is an effective diffusion coefficient (m?/s). Water vapor within the pores is assumed to be
at equilibrium with respect to water if the liquid water content exceeds the arbitrary level of 0.02, and
otherwise to be at equilibrium with respect to ice, giving

Tv = vav = evfrh pvk, sal (18)

where k=1if08,<0.02 and k= £if B, > 0.02, and the subscript vk,sat refers to vapor saturation with
respectto water orice. The fractional humidiry £, is assumed constant over the simulation and is taken
as 1.0 forsnow and as < 1.0 for soil. In order that equilibrium levels be maintained, continuity requires
that vapor flows across the control volume boundanes be compensated by phase gains and losses
within the medium. Applying the chain rule, we can rewrite the time and spatial partial denivatives of
the vapor density as

apvk,snt = CkT'aI‘ and apvk.m - CkTQI' (19)

ot dt dz dz

where k =1 if 8,<0.02 and & = £ if 6, > 0.02. The variaton of equilibrium vapor density with
temperature C, ¢ is expressed as

. . L
L _{ vk
Cyr = Pugsu  cl l]e (R r) (20)

vk
T Tt (RS
where k =11f8,<0.02
k =¢if6,>0.02
L,, = latent heat of evaporation for ice (2.505 x 10® J/kg)
L . = latent heat of sublimation for ice (2.838 x 10% J/kg)

V1

R, = gasconstant for water vapor (461.296 J/kg-K)

Lw.'
100P g sac € R,h,.,:r,:,I

cl, = = 5.704 x 103 kg/m3-K
RW
i
100P,neat LR
cl; = ”“fq‘ fVWuTol - 8.048x 10° kg/m?K
W
P.o . = saturation vapor pressure at Ty =273.15 K (6.1368 mb).

Now, if the mass vapor flux U, (kg/m~2:s) is defined as (Anderson 1976,” Farouki 1981)

T The diffusive vapor flux in snow is customarily taken as independent of porosity, which is generally a

consequence of the “hand-to-hand” process of vapor diffusion.
11T Anderson used the data set of Yen (1963) 10 determine the exponent on the temperature function for snow.

Using a midpoint tempeature of -15.4°C for Yen's snow sample, [ obtained a different power than Anderson,
who used a temperature of -9.5°C.
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for snow and

oT oT
U, = =Dy fn Cor &= = - mz) T ' C
Efrh kT Y cog ( 3 (2?3.15) fon Ckr— "

for soul

where P, = atmospheric pressure (mb)

D, and D:g = effective diffusion coefficients for snow and soil
D .o and De{]g = effective diffusion coefficients at 1000 mb and 0°C

then the media and constituent continuity equations for the intentor elements are written as

%(p. 53)_ =~ Puk.sat frh 8(9;:1:) = - (UE; +; - U{f) - (Uj"“%_ U{:%) (22)
for the total media, .

aa: (v;A2) = = M, Az - M, Az (23)
for ice,

o (Ye ﬁz) = ‘(UEM-UE’:)‘f Muaz-M, Az (24)

at
for liquid water and

(B - sd)Az f,h,Ck-; aa—]: = (U*' o U/ ”*) + MMz +M Az (25)

ﬂ’.“-ﬂ’

for water vapor where M, =01f6,<0.02 and M; =0 if8,> 0.02, U, without the asterisk, refers to
diffusive—conductive or convective mass fluxes as noted earlier forthe generalized fluxesJ (eq 10 and
11). As discussed later, gravitational flow is assumed in describing the movement of water through
snow, and an upwind scheme is used for U/,. Snowfall has been omitted from eq 23, since it is

constrained to the top node, as discussed in the section on boundary conditions for mass and
momentum flow,

Snow compaction and granular growth rate

Immediately upon reaching the ground, snow begins a process of rapid change in which individual
snowflakes quickly lose their original shape and metamorphose into more rounded forms. Branched
crystals break down, either through the mechanical forces of wind or through thermodynarmic stress,
sothatsettling or grain packing of the snow pack occurs. As snow accumulates, the weight of overlying
snow results in a further, more sustained, compaction of the snow cover. Stress from the overburden

&

T In the SNTHERM.89 version, mass changes due to vapor diffusion in soil have been temporarily disallowed
except for the top element. Evaporation from the top node is not permitted when the water contentreaches the
irreducible saturation limit for that sol type.



leads to an increased rate of bond growth, which in turn results in grain shapes that pack more
efficiently (Colbeck 1973). The greatest changes occur immediately after snow has fallen, when, on
average, density increases at 1% per hour (Gunn 1965, as reported in Anderson 1976). This rate
increases by at least an order of magnitude for intense snowfalls of soft snow (Mellor 1977) or when
there are strong winds. Under blizzard conditions with winds over 17 m/s, the density of new snow
has been found to increase from 45 to 230 kg/m? within a 24-hour period (Gray 1979).

Following the approach of Anderson (1976, p. 36-39, 82-83), the snow cnmpacucn process will
be considered in two stages. For newer snow with densities of less than 150 kg/m?, settling due to
destructive metamorphism is important. New snow has a certain structural strength due to “cogging”
between the crystal branches, which gives way as metamorphism proceeds (deQuervain 1963).
Anderson proposed the following empirical function for compaction at this stage:

1 0Az = _2778 x 105'x ¢3 x c4 x e004(273.15- T) (26)
Az Ot | metamorphism
where ¢3 =cd=1 if y, = 0and ¥y, <150 kg/m?
c3 = expl~0-046 (¥;-150)] ify, > 150 kg/m?3
cd =2 ify, >0.

Note that eq 26 predicts a deformation rate of 1% per hour for snow densities less than 150 kg/m3 and
has an enhancement factor of two for wet snow.

After snow has undergone its initial settling stage, densification proceeds at a slower rate, which
is largely determined by the snow load or overburden. In the low stress range associated with seasonal
snow covers, the deformation rate is a linear function of the snow load pressure P such that

1 9z _P

(27)

-3
Az ot Joverburden N

where P_is in N/m?and 1 is a viscosity coefficient (kg/s'm) that varies with density, temperature and
grain type. The viscosity coefficient, which increases exponentially as the load pressure and snow

density come into hydrostatic equilibrium, has been found by observation to take the form (Mellor
1964, Kojima 1967, as reported by Anderson)

N ="Ng oc(273.15~ T) acbpg | (28)

where 1, is the viscosity coefficientatT=273.15K and p, = 0. By substituting into eq 27, we can
express the compaction rate for snow of density p, subject to a load pressure P, as

L

e d{Az) = ~Ps o=5(271315-T) g=c6ps_ | (29)
Az 3t ]overburden Mo

Based on reported measurements by Mellor and Kojima, Anderson suggested values for the

parameters of Ny, = 3.6 X 108 s'kg/m?, ¢5 = 0.08 K-! and ¢6 =0.021 m3/kg. Equations 26 and 29 are
combined to obtain a total fractional compaction rate CR of

. ) .| - " .
CR = _. H aAZ - _ 1_ aﬁz _ l aAZ . (30)
Az Ot | Az at | metamorphism Az dt | overburden '

Substitution of this function into the continuity equation {(eq22) provides an expression for the overall
densification of the snow cover:

10
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In addition to the effects of compaction, eq 31 takes into account grain growth due to vapor movement
(constructive metamorphism) and densification from water flow. Anderson has verified his densifi-
cation algorithm with snow observations from five winter seasons, and it shows excellent agreement
between theory and measurements (Anderson 1976, p. 88-93). His settling function does nottake into
account the effects of wind, which would be a beneficial refinement for the future.

Grain size is a critical variable in both the mass and energy balance equations, in that it affects
(among other things) the permeability of snow to fluid flow and the extinction coefficient for solar
radiation. Stephenson (1967, reported in Wiscombe and Warren 1580) proposed graindiameters in the
range of 0.04-0.2 mm for new snow, 0.2-0.6 mm for fine-grained older snow and 2.0-3.0 mm for older
snow near 0°C. The processes of crystal growth withinasnowcoverare coniplex and subjecttodebate,
although work by Colbeck (1982, 1983a, 1983b and 1987) and Gubler (1985) have advanced
understanding in the area, | ,

Within dry snow, grain growth is generally a result of the upward moving “hand-to-hand” vapor
flux, in which vapor condenses on the bottom and evaporates from the top of snow grains (Yoshida
1963). Since the vapor pressure is higher for smaller particles, they tend to be consumed or
cannibalized by larger parucles (Colbeck 1973), leading to an overall upward shiftin the pahicle size
distnbution with time. A theoretically based thermodynamic growth function is beyond the current
scope of this study but will be addressed in a subsequent version of the model. Based on observations
of grain growth metamorphism in Antarctica, Stephenson (1967) and Gow (1969) (as reported in
Wiscombe and Warren 1981) have had success with a function that is used to predict growth by
sintening in metals and ceramics:

daa_f = a e={b/T) o (32)

where d = mean grain diameter (m)
I = temperature (K)
a, b = adjustable variables.

I propose for use here, as an interim formulation, a simple function of the form

od _gllUJ) _e1 p (1_@_0_) T Vo _lor
od _ - ol 3
“*\ p, 273.15) “Tlaz (39)

where the mass vapor flux U (kg/m?) provides the necessary vapor source for growth and the inverse
relation 1.0/dis in agreement with the observed slowing of the growth rate with increased particle size.
Further refinement of the relationship is needed, but preliminary comparison with data suggests a value
on the order of 5.0x 10~7 m*/kg-s for the adjustable variable g1. Because of the inherent temperature
relationships in the diffusion function, eq 33 predicts an increased growth rate at higher temperatures
and higher thermal gradients. For a snow temperature of -2°C and a thermal gradient of 10°C/m, the
predicted size of a 0.5-mm particle after 30 days is approximately 1 mm. Note that the vapor flux as
itis used here assumes a purely diffusive process, as defined ineq 21, and that eq 33 is not appropriate
when a convective component is present.

Within wet snow, there is a marked increase in grain growth for “even small quantities of water”
(Colbeck 1982), which increases even further for water saturations in the funicular regime. The

bl



equilibrium fusion temperature is higher for larger particles than for smaller particles, so that growth
of larger grains in the distribution is fed by meltwater from the disappeanng smaller grains. A similar
growth function is proposed to that for dry snow:

ad g2

d9d 8% (8, + 0.05 | 34a

Y CF ) (34a)
when 0.00 < 9 ¢ < 0.09 and

od g2 .

94 _8< (0.14) (34b)

gt d '

when 6,2 0.14, where g2 is an adjustable variable and the growth rate increases with the liquid water
fractionup tothe startof the funicularregime at8,=0.14. Observations of the particle size distributions
inliquid-saturated snow have been made by Wakahama (1965, reported in Colbeck 1982 and Colbeck
1986), who reported increases in mean grain size from about 0.3 to 0.8 mm in six days, and from 0.21
to 1.78 mmin 1028 hours, respectively. Foraliquid volume fraction of 0.09, an approximate fitto these
data provides a value of 4.0 x 10~1% m¥s for gZ.T

Momentum balance and fluid flow

The movement of fluids through a porous medium results from the combined action of gravita-
tional, viscous and surface stress or pressure forces. In accordance with Newton’s second law for
continuous media, the rate of change in momentum within the control volume equals the net flux across
its bounding surface plus the resultant force on the fluid plus the momentum generated through phase
change. Within snow or soil media, flow of both the water and air phases is present, although only the
water phase will be considered here. The integral momentum equation for an i1sotropic medium and
a Newtonian fluid undergoing negligible divergence can be written ast

—-a—- “{E‘ngV-i- U;udS =—-B£ P{lds
ot |, ¢ .

\)
inertial bulk flow pressure
term
—— _
- (-—ng ¢ O b "f)dv + | (Mo M, Y gy (35)

v

gravity VISCOUS . phase change

stress

where g = gravitational vector (m/s?, positive downwards)
P, = intrinsic pressure (N/m?)
1, = dynamic viscosity (N's/m?)
K, = hydraulic permeability (m?).

il
.

T‘:.r L - k
T Valucs’gf and g2 are preliminary and need to be evaluated with further field data.
L1 R ' ' ' ) L] " .
T The presentation here of the momentum equation i1s simplified and does not contain a complete description
of the interactive forces between the constituenls. For a more thorough treatment, see the papers of Morris

(1987} and Morland et al. (1990).



The seepage velocity vector v, is in effect an average over the point velocities of the fluid particles
within the medium, Again the problem is reduced to that of one-dimensional vertical flow..Ja
~intearating-overthe-controtvelume 4z viscosity-and-permeabthity-ere-assumedto-be-isotropie and
Yoo Mjk, 8,, K, and v, are taken as constant over Az. Integrating over the control volume AAz and

employing the divergence theorem to convert the surface integral in the pressure term to a volume
integral, we can write eq 35 as

" il jel -
0, B_v_g'_!_w(ve -V, 1) =_(Pt - P, 1)_p£g_9f“£"’f
_dr Az 1 Az K,
v
L (bl Mol v - &
v

The left-hand terms have been simplified by applying the product rule:

o L

-aa—t(‘r’e vea?) + (v Uy M- (v, Ug) T =

_r - PRSI g av; ,=+

vg-a-—(}'“‘.'sz)-i-Uz A EATIE + vy ly -v (a7
dt , . d

where by using the continuity equation for liquid water (eq 24), the firstterm of the right ineq 37 equals
'.,E,. ( M,;Az~-M, z}.z)_lfwe assume thatthe inertial, convective and phase change terms are small{Corey
1977, p. 76, Morris 1987, p. 191-192) and that the air is at atmospheric pressure, eq 36 for the water
phase simplifies to

K,

B.v, =
I S e
Mol Az

(38)

which is in the form of the empirically derived Darcy equation, in which water pressure 1s expressed
in terms of the capillary pressure, p,, = P, - P,. Furthermore, since capillary forces within snow are

usually two to three orders of magnitude less than those of gravity (Colbeck 1971, p. 3), the equation
for the mass water flux in snow reduces to the gravitational form!

K, 2 |
Up =P8 ve =-p—f Pe 8 (39)
¢ ' ~ .
which is discretized by the upwind scheme as presented ineq 1.

Hydraulic permeability is a measure of the ease and rate at which wateris transmmed by amedium
and is generally expressed in terms of the effective liquid saturation s, which is defined as

Se = -5 | (40)

l_sr

where s_is the irreducible water saturation, or the minimum liquid level to which a snow cover can be

ilinl

T As Colbeck points out (1971 .'p. 3 and 13), the assumption that dPy/dz is small is not valid at a shock front.
Subsequent versions of the model will retain the capillary term.
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drained regardiess of the imposed suction (Colbeck 1972). For estimating K ¢ the formula of Brooks
and Corey (1964) is used

Ky = 1,“'rn:m 5: (41)

where the exponent € depends on the pore size distribution, and K max 18 the saturation permeability,
approximated from the relationship of Shimizu (1970), as

(-0.0078 y;) |
Kmax = 0.077 d* : (42)

Based on field data of water flow through a ripe snowpack, Colbeck and Anderson (1982) suggested
a value of 3 for €. Expressing the saturation s in terms of s,

s =se(l -5¢) + 5, (43)

and noting that v, =p,s$, we can express the change in liquid water mass dY,Az/or as

d(yedz) _ o, dspaz)

— —

o ds - ddAz
l-s)dAz —£ 4 . 44
ot ot Pe(t=si) g4 dt Pes ot . 49

Discounting sublimation changes, the continuity equation for ice (eq 23) gives the following
relationship for the change in porosity of snow:

3o4z) M,A: , 04z (45)
dt Pi ot /

J
()

Now substituting into the continuity equation for water (eq 24) and employing the upwind scheme for
U,, we can write the final form of the fluid flow equation as

. 2 —_— — .
Pe(l-s5,) 04z a_;i ) %—fg[(xmufg)j - (Kmax-fg))']
{

+ M, Az (I-ELE] -p, 59z (46)
Pi or -

Since the residual saturation deficit must be satisfied prior to the advancement of the water front,
the parameter s_is critical in determining the infiltration rate and the equilibrium liquid water content.
Based on a drainage curve of kerosene and snow, Colbeck (1974b) suggested a vaiue of 5. = 0.07. A
compendium of data from different researchers using various procedures (Kattelmann 1986) shows
abroad range from 0.0t0 0.4 for the irreducible water content 6,=59, withmost values lying between
0.01 and 0.05. For a snow of density 250 kg/m? the porosity is 72%, and s, correspondingly lies
between 0.014 and 0.069. Although higher values of 6, are generally associated with newer snow,
Kattelmann found that only 20% of the snowpack was wetted 12 hours after application of water to
the surface, so that during the initiat stages of infiltration the effective residual water content may be
comparatively low, A tentative value of 5s.=0.04 is used in the model, which is subject 10 revision
pending further study and analysis of field data. |

The fluid flow model just presented assumes horizontal homogeneity in the snow cover. Seasonal
snow covers thatare undergoing freeze-thaw cycles or that are subject to strong winds develop crusts
and ice layers, whichcomplicate the flow pattem. Perforations arise in the crusts through which fingers
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of water flow at a much faster rate than through the crust itself (Colbeck 1979). Field observations by
Marsh and Woo (1984a) of runoff rates from ripe snow in the Canadian Arctic show that almost half
the daily flow can be carried by fingers or flow channels that move ahead of the background front. The
same authors have developed a simulation model that incorporates the phenomenon of fingering
(Marsh and Woo 1984b). In addition to addressing the concerns of capillary fiow at the water front and
amore accuratedeterminationof s, anenhanced versionof the fluid flow model presented here should
include the effects of fingering and of ponding above ice lenses.

Boundary conditions for
mass and momentum balance |

Mass fluxes of the three water phases across the air/snow interface consist of rainfall, snowfall and
the turbulent exchange of water vapor. Velocities are taken with respect to the moving top boundary.

In the case of snowfall or water ponding on a frozen or otherwise impermeable surface, mass flows
result in a thickening of the top element by an amount

Q_f}_{_ _ fallrate _ cR A 47)
ot 3600 :

where the term CR is the compaction rate (eq 30), and fallrate represents hourly accumulation{m). The

mass precipitation flux U, in kg/rq:; is given by (m/hr)
U, = y*t! = -y fallrae (48)
p P 3600 .

- wherethe precipitationdensity Y, is 1000 kg/m3 forrain, and from 20to 200 kg/m> for snow, depending
upon wind, crystal type and water content. For dry snow a representative value of 80 kg/m3 is
suggested. Accumulation is added in elemental increments of Az, , which defaults to values of 4 cm

for snow and 1 cm for ponding rain. At the beginning of a precipitation event, or when an element is
"~ full, the time step is automatically reduced to a minimum level, which is usually set at 5 s. In addition,
Atis constrained to be sufficiently small so that an element is not totally filled within one iteration. In
the case of snowfall the top node is subdivided in a ratio of 1/3 to 2/3 once precipitation stops, subject
to a minimum elemental thickness of 2 mm.

When substituted into eq 22-25, the mass balance equations for the top node n become

a evﬁ n
i (ptﬂz) - pv,satfrh ( z) == (Up"‘ Ut )
ot ot
LBt Epw (p o _popn V4 UM | (49)

ka

for the total media

éa; (v;az) =-{1 -f,,p) Up - Myiaz - M; Az

for snowfall,

.aa_f('\{fﬁz) :-—-fszp—i- U{n + Mﬁ:ﬁI—-M?fﬁI

for liquid water and
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oT EE0+ EE“" (

el
Pv, air"'mevnk.sm) + Uvn 1 4 Mvi Az + Mvt Az
ot Lok

($sa—s0)Az  finCyr =

for water vapor, where

w = wind speed at a given height above the surface (m/s)
P, . = Wwater vapor pressure in atr at a given height above the interface {(mb)

Pk sa = Saturation water vapor pressure with respect to phase k (mb)
ff = fractional mass liquid content of the precipitation
EE0 = windless exchange coefficient for latent heat (W/m?-mb)

Er = exchange coefficient for latent heat (Pa/mb)

and the exchange coefficients for latent heat are described later. The fluid flow equation for the top
node 1s

J P a -
pe(1-s)0az % = — f,,U, - _f_g.(xmstpf) + MyiAz 1-p_f s) -p,5 9z (50)
Jt of. ot
ENERGY BALANCE
Energy equation

Analogous to the consérvation equations for mass and momentum, the conservation of energy
stipulates that the time rate of change in stored energy within volume AV equals the net energy flux

across the volume surface dS. The terminology “energy balance” in effect describes a “heat balance,”
since other sources of energy (such as macrokinetic, chemical and viscous dissipation) are of a lower
orderand are customanly discounted. The amountof heat associated with a unit of mass at temperature
T relative to a reference level Ty is expressed in terms of its specific enthalpy A, (J/kg), which for an
Isobaric systern is the heat required to raise or lower the temperature to T from T, If the fusion point
of water (T =273.15 K) 1s chosen for T, the general expression for specific enthalpy becomes

r T
h = c(T)dT + L (51)
}273.15

where ¢ (J/kg-K) and L (J/kg) are the specific and latent heats, respectively. Neglecting sensible heat
effects for the water vapor, the specific enthalpies for the constituents h, are

h = ¢ (T-273.15)
hy =, (T-273.15)+ L, ‘ (52)
hv = Lvi

h, = cy(T~273.15).

Expressing the conductive flux by Fourier’s law, where , is the thermal conductivity of the medium

(W/m-K), and denoting the radiative flux as I (W/m?), yields the following form of the energy
equation:

r 3 7

—| p,dv =—Z Uphy-dS + j kKeVT-dS + | Ig-dS (53)
Jv K Is S J S
mass flux conduction radiative

flux
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where k = {, £ and v. The radiative flux here is defined as positive downwards and is the net of the
downwelling and upwelling components. The first term on the right in eq 53 represents the transport
of enthalpy through the mass flows of liquid water (U ), water vapor (U, ) and falling dry snow orice
(U)), where the latter is constral ned to the top node, Substituting eq 21 for the vapor flux and making
the usual assumptions of vertical flow and nodal homogeneity, we can write eq 53 as

ath,98,4 . .
%(plhl&z)—p\'k.ﬁﬂlﬂh ( a[ Z) =_[(U£h£)j+l—(U£hz)J]
rate of change in stored heat water flow

!
(h D CkTaT) _(hvatckTa_T)" 2

dz dz
diffusive vapor flux
! 1
. j—z . ,
3 BT) (e L. (54)
dz | - oz
conduction radiative

flux

As discussed later, it is assumed that only the short-wave radiation / penetrates beyond the top node.
Air constitutes less that 1% of the total mass and, with the exception of the latent heat effects of water
vapor, is omitted from the heat balance calculations. Together with the fluid flow and continuity
equations (eq 46 and 22-25), the energy equation (eq 54) forms a closed set from which temperature,
mass and phase changes may be computed. |

Evaluation of eq 54 is facilitated by the use of bulk thermal properties to charactenze the snow—
soil mixture. Thus a combined specific heat ¢, and combined specific enthalpy h, for the total medium
are defined in terms of the mass fractions v, /p, of the constituent phases, as

=LY yeae = L (YeCa+ YiGi+ V%) (55)
Pt k Pt
and
- .
r .
= '1'2 Y Cxdl | + LEIYZ + Lv: Le. (56)
P | Py P
_ 273.15 -

where k¥ =i, fandd
c. = specific heat of ice (J/kg-K) =-13.3 + 7.80 T (K)
Ct = specific heat of water (4217.7 J/kg-K)
= specific heat of the dry soil (J/kg-K)
L = latent heat of fusion for ice {3.335 x 10° J/kg)
L = latent heat of sublimation forice (2.838 x 10° ¥/kg).

Employing the bulk enthalpy definition (eq 56), we can write the first term in eq 54 as

- T -

9 (phas) = 2|3 | yyer |+ £, 2088 g 208D 57)

Z\

ot ot | k| or ot
27315 _ -
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Now expressing the bulk densities of ice and liquid water in terms of the unfrozen mass fraction f, as

Ti = (1 _ff)Yw

and
Ye = [t Yw ’ (58)

where y,, =7, + Y, and differentiating under the integral, leads to the further simplification of

T

r
o(y A
9 (ph A7) = pie,dz o ,d (Ywlz) | cu,dl + Ly o(y,47) +L, (v v42) (59)

ot dt dt a! i ot

J
273.15

in which ¢, =fc,+ (1 =f,)c;, and where the rate of change in water mass [3(y,,Az)/01] equals the net
water flux (eq 23 and 24)," or

% (ywaz) =~ (U7 - vg). | (60

If the bulk vapor density is expressed as v, =/, 0,0, .. the term d(y,Az)/dt in eq 59 can be specified
in terms of the variation in saturation vapor density with temperature (C,r) and the volume fraction

(8, =04 —5¢) as

-a-(‘{vﬁz) =§'(frh9v pvk,salﬂz) = pv.salfrh aevﬁ-.z + (¢;_5¢)Az Ck;fma_?"- (61) |
ot at ot ot

Now using eq 5961 and substituting the enthalpy expressions into the flux terms, we can write eq 34
as

- T -

[Plflﬁz + L.y (¢5d—-s¢)z}.zf,; E:]%—(U}M— U’}) [ CodT + €273.15 - L,

L 273.15

— a— j+i j-1 oL i1
+L£ia‘gfz ='c£[(UtT.€)'f+l_(U£Tf)j] +(ke%§) 1‘("-’:%} ' 4 (Isjn"fsj 1)' (62)

where k=1if 8,<0.02 and k = £if 8, > 0.02. Heat transport through conduction and vapor diffusion
have been combined through use of an effective thermal conductivity, k, = &, + L, ,.D,C, 1 (J/K-s-m),

in which the thermal conductivity of soil is computed from the algorithm of Johansen (as reported by
Farouki 1981), and the thermal conductivity of snow k, is estimated as

ko= ka+ T75% 1070 Yo+ 1.105x 100 v2 (ki - k,). | (63)
In this relationship the conductivities of air k, and ice k; are 0.023 and 2.29 J/K-s-m, respectively, and

the adjustable parameters have been selected so that k, fits the data of Yen {(1962) and extrapolates to
k. when the snow density is that of ice.

T Exchange with the vapor phase is omitted, since sensible heat effects for this phase have been neglected.
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Latent heat changes resulting from additional liquid water in the mix, either through water flow or
freaze—thaw of the snow cover, are included in the term L .dy,42/d¢ of the heat balance equation (eq
62). Solution of the equation requires further specification of this term, which will be addressed in the
next section. Altemative derivations of the energy equation for porous media can be found inthe work
of Morland et al. (1990), Lunardini (1988) and Morris (1987).

Phase change

The nodal heat balance equations each contain four unknowns: the latent heat change, L ﬁa‘yz.ﬁz/ar,
and temperatures for the node and its first neighbors. In the case of snow, since the transition between
solid and liquid phases occurs sharply near 0°C, we could proceed with two independent solutions for
the heat equation. First the temperature profiles are calculated, where the temperature is held at 0°C
for nodes undergoing phase change, and then the amourit of melt is computed (Morris 1987).
Alternatively we could use the apparent heat capacity method described by Albert (1983). In this

procedure, total enthalpy changes (both latent and sensible) are expressed in terms of temperature
through the definition of an apparent specific heat Capp' such that

Ahy = Cypp AL . | (64)

Forsubstances with abrupt phase boundaries, latent heatchanges are artificially allowedtooccurover
a small temperature interval 8T about the fusion point, leading to a definition of Capp S

Capp = € + —LL. (65)

Within a porous medium, a fraction of unfrozen water f, coexists in equilibnum with ice at

temperatures below 0°C. Thus, for porous media the apparent heat capacity method has a physical
basis and is the preferred numerical approach.

If hysteresis effects are disregarded, the unfrozen water content within a given medium is a
single-valued function of temperature and has a freezing curve characteristic of the snow—soil
properties. In the absence of water flow, the change in the mass fraction of liquid water is thendirectly

related to phase change, and the apparent specific heat can be written in terms of the slope of the
freezing curve as

—_ Y w L af{

This means of defining the apparentspecific heat was adopted by Guryanov (1985), who proposed the
following semi-empirical function for f,:

1075 Yoy, o075 Xay,
ff — :{_.!_. — Yw -+ YW . (6?)
Y w T.)2 T. )43
1+(dl D) - 1+(ﬂ2 D)

where J 0= plasticity index (fraction of water)
al = 0.2/(0.01 + Jp)
a2 =0.01/(0.1+J )
Ty, = depression temperature (K), defined as 273.15-T.

Although less complex functions for unfrozen water content are in frequent use (Tice etal. 1976), the
Guryanov model has the advantage of being continuous at T =0°C. The two terms in eq 67 correspond
to free (or capillary) and bound (or hygroscopic) water. The capillary term dominates at temperatures
near 0°C but diminishes rapidly with depression temperature. Associated with hygroscopic water is
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a minimum unfrozen level for a given depression temperature. In order that eq 67 be well behaved,
a minimum water content is set at 0.73 'ydf The plasticity index .! ranges from 0.0 for coarse soils,

such as gravel or sand, to greater than 0.15 fDI’ fine-grained clays. The plasticity index for snow is 0,
 andavalueof 100is arbitrarily selected foral. The resulingcurve approaches astep function, in which

99% of the water is frozen at a depression temperatures of 0.10°C. Curves calculated from eq 66 for
snow, sand (J 0.02) and clay (J 0.15) are shown in Figure 3.

The term F is introduced to denote the slope of the freezing curve (df,/oT), which is found by
differentation of eq 67:

1-075 Y1, 07514y,

fr=2t2 o~y M | (68)
Yw  14(atTp)?  1+(a2Tp)*

Substituting F into eq 66 provides a function for the apparent specific heat. In general, there is an
immediate rise in Capp 33 freezing commences, followed by an exponential drop as temperatures fall
below 0°C. -

Changes in the latent heat component of enthalpy result both from phase change and fromtheinflux

of other phases. Applying the chain rule to the expression L 1:0Y,A2/0t in eq 62, and substituting F for
df,/9T, gives an expression for latent heat changes in liquid water:

Lsid(yenz) Lf.a(fmAZ) _ Lh(“dz FoT . 7, B*rwAz) (69)
ot | ar ot ot

Expressing the change in mass density dY,,Az/dt in terms of the net water flux (eq 60) gives

. a A .
La g:f Z) =Ly Y wlz Faa:: _ffol(UJ 'U.{') | (70)
latent heat freeze—thaw unfrozen net flux
change of medium

Using the definition of f, (eq 67), the funcdonlcwa’l‘in eq 62 can be integrated to give

T
-

(i (1=f¢) + cofo)dT = (T-273.15) - (¢ - ci) {m'l(;’ﬂTD} ( ~0.75 :{fd f]
J a ' W

273.15
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. 0.5625 Yd J (TP -2 (2Tp) P+ 1

| i
Y4/ .l +2an! (120270 20
Y2 a2 Tw i

:ﬂzrn)m + ﬁ(tﬂTD)lﬁ + 1 |1 - (HZTD)M |

(71}

e

For the case of snow, where al is very la:rge and Jg 1s zero, it is reasonable to simplify eq 71 to
(T - 273.15). Now an enthalpy adjustment factor H is defined as

T

(¢, (1=f;) + cofo)dT + €2273.15 72

r

1

)
273.15

which becomes

H =T + (¢-¢)273.15
for snow,

H =¢T

for unfrozen soil and

=1
H = T +(c,- 6) 273.15 = (¢, - &) (= (TITD) [1 ~07 11”1})
a W

+ 05625 Y¢ 1 -gn (a2Tp)* - ¥2 (a2Tp)'" +1]+2 an-! (ﬁ(aﬂ[’)mm (73)
Y2 a2 Yw - @2Tp)?° + ﬁ(aZTD)"G + 1 | - (a2Tp)™)

for frozen sotl.
Using eq 70-73, we can simplify eq 61:

57 (BT + LyTuF + Lug (0= 50) Crr) &L T () oLy (1-F)]
. +1 - -
- -V - T ] ( aa:)J "( g:)i v (175 -] (74)

which is the final form of the heat balance equation. The second term on the left accounts for the heat
gained through freezing of an infiltrating water flux. Note that for unfrozen soil (f,= 1), it is canceled
by a portion of the water flow term on the nght, which then reducesto — ¢, L_fz (Tz *_T, f) . The
latter expression is the more standard representation of the water flow term incoupled mass and energy
balance equations. The numerical solution to the heat flow problem is obtained by solving a system

ofequations, one foreach node, subject to a meteorologically determined heat flux across the top snow/
air interface and to a constant temperature at the bottom boundary.

Surface energy balance

The surface energy balance /) at the air interface is composed of the turbulent fluxes of sensible
and latent heat, the short- and long-wave components of radiation, and convected heat due to snow or
rainfall. Mathematically this takes the form '



Itup = !5*1’(1' U*mp)‘f' Jrir‘]"" firT"‘ [sen + [Ial + fcumr (75}

where I L = energy flux of downwelling shori-wave radiation (W/m?)

0t = albedo or short-wave reflectance (W/m?)

Il = energy flux of downwelling long-wave radiatton (W/m?)
Ii: = energy flux of upwelling long-wave radiation (W/m?)
... = turbulent flux of sensible heat (W/m?)
[, = turbulent flux of latent heat (W/m?)

I, = heat convected by rain or falling snow (W/m?).

Contrary to the usual convention employed throu ghout this report, the surface fluxes are defined as
positive downwards. The magnitude of turbulent exchange primarily depends on surface roughness,
wind speed and the atmosphenic gradients of temperature and hurmidity. Radiation incident on the
earth’s surface is composed of emissions from the sun and the earth’s atmosphere. The spectrum is
divided accordingly into solar or short-wave (0.3-3 um) and terrestrial or long-wave (3-100 pm)
components.” The portion of incident radiation to be either absorbed or re-emitted back into the

atmosphere varies both with wavelengthand the optical properties of the medium and is parameterized
in terms of albedo for short-wave radiation and emissivity for long-wave radiation.

Solar heating |
As a first approximation the solar energy incident on the snow cover is assumed to be diffuse and
isotropic. Radiation entering the snow cover s subdivided into near-infrared and visible components,

with corresponding bulk extinction coefficients 8 ; and B,:, For B,;, the asymptotic bulk extinction
coefficient B_ is used, which is represented by the function of Bohren and Barkstrom (1974) as

0.003795
Bvis = Bm = *f; Y

where the adjustable parameter is taken from Anderson (1976). Extinction of near-infrared radiation
is constrained to the top node and assumes an elemental thickness of 2mm. The value for B ; is input

to the program. Combining these effects, the energy gain due to solar heating Q.. Within the snow
cover is estimated as

(76)

Qsolar = I: 1 - [:_% = IS‘L (1 "alnp) (1 - C-B"ﬁz e-ﬂmﬂ.ﬂﬂi )"

for the top element and

.

+ .1 S ]
Ol = =15 =151 2 ePmtt) | am

for the interior elements, where

i=j+1

The albedos for both snow and soil are input as constant parameters, with default values of 0.78 and
0.40, respectively.

il

F-—-I.'.-_ —

] -

T The wavelength cut-off between short- and long-wave radiation is somewhat arbitrary. A value of 3 tm was
solected here because it corresponds 1o the spectral limits of the Eppley radiometers, which were used for the’

radiation measurements.
. | o
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Estimation of short-wave radiation,

Incident short-wave or solar radiation is composed of direct and diffuse components, the latter
being scattered during its passage through the atmosphere. Diffuse radiation is largely isotropic,
although the intensity is higher beneath the portion of the sky dome nearest the sun. Incident and
reflected solar fluxes are customarily measured with hemispherically averaging radiometers, the net
of which is used directly in the energy equation. As a default measure the incident solar flux is
estimated from the two-stream model of Shapiro (1982, 1987). A brief description of his procedure
follows. _

In Shapiro’s model the atmosphere is subdivided intoN horizontally infinite plane—parallel layers.
Following the two-stream formulation fora thinatmosphere, the angular distribution is simplified into
bidirectional forward and backward components. Shapiro defines a reflectivity X and apparent

transmissivity T for each layer, in which R is analogous to the backscatter, and according to
conservation of energy, 7 is given by

T=1-R - . (78)

where A is the absorptivity. Note that by this defintion 7 includes both unscatttered and forward
scattered radiation. The radiative transfer equations are then given by

-1 o L ;w1
SRR S SRS N AR PN S N

- L - |
SR REEY 9 Sk R PV AR . : (79)

where the index j”numbers in ascending order from the air/ground interface. Using curve fits to large
amounts of data from the SOLMET data base, Shapiro has tabulated values for R;-and T~ as

polynomial functions of the solar zenith angle 8, and cloud conditions. Specifying the upperand lower
boundary conditions as

IsN +-;- =!500
. and
i ) 1
117 = Ro I3 = e 171 (80)

where / o, is the solar insolation at the top of the atrnoipherc. leads to a system of 2N + 2 linear
equations, which can be solved for the incident flux / SIJ, at the earth’s surface. In addition to the
N-level model, Shapiro has proposed a simplified three-level algorithm with layers corresponding
to heights of low (j*= 1), midlevel (7= 2} and high (j”= 3) clouds, as shown in Figure 4.1

. Equation set 79 is then solved in closed form to obtain

Ly T\T,T |
Is'l’(z) = Ig"‘l’ =12 Is00 (81)
D» -
where
D; = d (d3d2 - %R—l(rzz)_ ds KZampTiz = R3%op (‘1'2‘1'1)2 (82)

' The indexing here is the reverse of that used by Shapiro, who uses values of j7= 1,2 and 3 for high, middle
and low clouds, respectively.

23



Atmaosgheric
Nodal Index

. 2 I'H'E'
Atmasphera :
j*aN=3

S

ISJ‘Z

0, Sno w"n“a“n“n‘“a“n“n‘u%%%%ﬂ 6%69°6%a%6%°6%a%0%% %26 6 6% %
o, ta%0%%0 9% %% % %09 %0 % %0 %0 %0 %0 %0 % P 0% %0 %0 %0 %0 %00 %Oy

= -“a“n'fn'fu"n"ﬁ"uua“n"u%“n“aun D0 00000 00060G 0006 00 0 00000 0 0060000 s 5
2a%:%0%0%%% %% %% %0 %0 %%6%0 %% %0 %% %% %% 0% %6 %% %0 % 0% %

----------------------------------

e L L L N N g o g F L AT L N LTy
e e LA L L L T L L L T T T e T L e e L L LA L L L LA T L T T T T T L
1A e el A fa el FaFa e il FnmuFafefFafagafupe FeFeFaFiFaSrgeFaFeFagi
AL A e T e TR e T Y T L T e T T e LA T LA T T L T T LAY T T Y AT AT L T L TR T
i SnfaFa e fafaFa i FafagirapapeFagefifa oo fipaFafipepafaFuFaFafapy
WL L A A T L L Y L LT L T T L L T L L T L T L T LT L TR Y A T L L L L L L AL L L )
d-.rsﬂ lr--‘-fl-J'n"H"'--"u""u"-r-i‘-ﬁfu"-f--l'if*f-f-d'u"#f-fiftf-rtfif-fhrlr-
LY I LT L T LY LT L L NN
IR L T D P B

"'ﬁ"’l“ﬁ"ﬁ-'ﬂ'\!\l‘\t'\u\- L
LAl F L Pl L P

-

r

&

F
g

LA TR T LT L YL YL Y LY LT LY LY
\l\lﬁ!".!\i‘;!\!\l".t'\i\l "] -- ..“'.f".’.f:hf:::::::.':{f;f{f{f{f{f{f:::{f‘:
P R I T R R g e e o e e I I PN e i B R g o B i i i)
A A A L TA T LA TAT “h‘\*‘ml\*"l*\'\-*\'\'\'\ﬂ\*\-'I-'h"':!'l

lllllllllllllllllllllllllllllllll

FL L F .
-
agle
s,
Y
o
"

-

"

]
J'

’
'y
L
4
L]

r
L
4
-,

Figure 4, Conceptual geometry for a three-layer solar insolation model.

and the coefficients dj- are defined as

dj' = | - f&j'ﬂj'_l : o (33)

Direct radiation is taken as that which is transmitted to the earth unscattered by the atmosphere. As
a first approximation the ansmittance Td is computed by assuming that radiation is scattered

isotropically, so that the backward and forward components are equal. In this case Td =¢— R andthe
direct radiation incident on the earth is

“r
[ dgireart (@) = Td) Tdy Td3 140 (84)

and diffuse radiation is the complement of this, or

L 4

I gittuse V@) = I4(D) = I girect L @) (85)
where the position of the snow surface relative to the ground is denoted by the snow depth Z. i1

Adjustment of solar radiation for sloped surfaces.

[n the appendix to his report, Shapiro (1987) included an adjustment for radiation incident on a
sloped surface. His algonthm takes into account reflected radiation from the horizontal plane and
changes in diffuse radiation due to varying exposure of the slope to the solar and antisolar
quadraspheres, as well as the standard correction for the intensity of direct radiation. The slope is
characterized by an upslope vector in the direction of greatest ascent, where the elevation angle e
(radians) is measured between the vector and its horizontal projection, and the azimuthal or aspect
angle ¢, (radians) is measured clockwise from north to the horizontal projection, as shownin Figure

5. The position of the sun is specified by the solar zenith angle BI and the azimuthal angle ®olar

" The compulter routines for estimating both solar and long-wave radiation have been adopted from the codes of
Glen Higgins and Joan-Mane Freni of Systems and Applied Sciences Corporation, under contract 1o the Air
Force Geophysics Laboratory.
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Figure 5. Geometry for radiation incident on a sloped surface.

measured clockwise from north to the honzontal projection of the solar position vector. Under clear
skies the adjusted radiation for a slope of given elevation and aspect angle is

L]
=

sin 0,sin € cos A 55p

!s.stﬂpc l= 5 direct Licose +

€08 8,

l(n—- AQ ;,sp') (S +cos e)+.&¢up (I + Scos E),' . I,;J,a'”P (1 - COS e)
n(l+5) 2

+ s diffuse (86)

where thelatter term accounts for reflected radiation, Ag,1s the aspect angle relative tothe azimuthal

angle of the sun, and S is the ratio of the average diffuse radiance from the solar and anti-solar
quadraspheres, computed as

s$=1+ 05sin8,+ 2.0sin20, . (87

By convention A, 15 deﬁned as zero for asouth-facing slope, giving A 5 = ||¢ asp— ¢ 5D13,| - n]
A further correctmn is included in the code for diffuse radiation under cloudy skies.

Long-wave radiation

All materials radiate electromagnetic energy, the intensity being a function of their temperature and

surface charactenstics. The power spccuum emitted by a black body, or perfect absorber, is known
as Planck’s law and i1s wntten as

_5 *
lemit ) = 2’2‘;31 (88)
e -1

where /.. (A) = intensity of hemispherically emitted radiation of wavelength A (W/m?)
T = absolute temperature (K}
c8 =10.59544 x 107'6 Wm?

c9 = 1.4388 x 102 Km (Sicgal and Howell 1972, p. 19 and 738).

The emissivity € of a specified material is the ratio of its emitted energy to that of a black body at the
same temperature. Integrating Planck’s law over the power spectrum gives the well-known Stefan-
Boltzmann expression for the altl-wave hemisphenical emitted intensity [,
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lois = €0T* (89)

where & is the Stefan-Bolztmann constant (5.669 x 1073 W/m? - K%).

The net long-wave exchange consists of upwelling thermal emissions from the earth’s surface and
downwelling emissions from gases and particulate matter in the atmosphere. Generally speaking, the
earth radiates as a gray body and the power spectrum has the formof Planck's law. The upwelling long-
wave flux IirT in the boundary equation (eq'75) therefore contains an emitted component, which
corresponds to the Stefan-Boltzmann equation, and a reflected component, which is proportional to
the downwelling flux. In accordance with Kirchoff’s Law, the emissivity and reflectance must sum
to 1.0, so that

IirT = EO"T4 + (l - E)firlr. | (90)

Althougheq90is customarily regarded as a boundary condition, infrared radiation penetrates the snow

cover to 5-8 mm, The present minimum thickness of 2 mm will therefore be increased in subsequent

.—-r---l--l--ll-— -

versions of the code, so that most infrared radiation is absorbed within the top element. Snow is nearly
a black body, with an emissivity approaching 1.0 (Warren 1982). Based on acompanison of measured
radiation with estimates from the Stefan-Bolzmann Law, a value of 0.97 is suggested for the
emissivity (Jordan et al. 1989}

Estimation of downwelling long-wave radiation
The downwelling long-wave flux under clear skies is estimated using the formula of Idso (1981),

which is referred to in the literature as Idso2 and has the form

1500

Ii. clml = G &y, TM =0 [0.70 + 5.95 X IO"SP,M-H eTair] T i g (91)

where €, = clear-air all-wave bulk emissivity of the atmosphere

P, ... = water vapor pressure at a reference height above the surface (mb)
T, = airtemperature at a reference height above the surface (K).

The Idso formula tends to overestimate the emissivity and is therefore adjusted using the Wachtmann
correction (Hodges et al. 1983):

e = —~0.792+3.161 gy —1.573 g2 - | (92)

where e;jr is the corrected emissivity. An additional downwelling long-wave component is computed
in the code for the emittance from ciouds. No correction has been included for sloped surfaces, which
will see less of the sky dome but will additionally receive a difffuse component from adjacent terrain.

Models of the Idso type, which estimate atmospheric emissivity from surface values of air
temperature and water pressure, are good general indicators of long-wave radiation but are often of
insufficient accuracy for energy balance computations (Jordan et al. 1989). Further modifications in

the procedure are needed, particularly for the case of atmospheric inversions, which occur frequently
over Snow.

Turbulent exchange
The turbulent fluxes of latent and sensible heat are defined as (Andreas and Murphy IE’SCS)Jr

' In this version of SNTHERM the [atent heat flux is defined in terms of vapor pressure. Subsequent versions
use the more standard parameter of vapor density.



lsen = (EHU + PairCairCH W) (Tair - Tﬂ) = (EHU + EHW) (Tair - Tﬂ) (93)

100L y; Cpw (Pv, air = f1h Pfk.sal) = (EE0+ EEW) (P?.Hil’_fm P“nk-ﬂ[)

! = EEO +
- Rw Tair

where p... = airdensity (kg/m?)
¢,.. = specific heat of air at constant pressure (J/kg-K)

T = surface temperature, approximated by that of the top node (K)
Cy - bulktransfer coefficient for sensible heat (dimensionless)

Cg = bulk transfer coefficient for latent heat (dimensionless)

and the fluxes are defined as positive downwards. Within a snow cover, water vapor 1s assumed to be
at saturation and f, = 1.0. Vapor pressure is computed using the procedure of Buck (1981) and can

optionally be taken as relative to ice or water. The exchange coefficients £, (J/K m-)and E¢(Pa/mb)
are related to the bulk transfer coefficients as

Ex = Par€sicCH
and
Ep=t0Lw o (94)
RyT .

The parameters £,y = 2.0 £ 0.5 W/m?.K and E., = 2.00 £ 0.5 W/m? - mb in eq 92 are windless
convection coefficients for exchange over snow and are determined empiricaily. They are larger in
magnitude than would be theoretically predicted by the limiting case of molecular diffusion, and they
indicate the need for further study of windless exchange above porous media. Bulk transfer
coefficients are defined in terms of the roughness length z, for velocity and the measurement reference
heights Z :H, Z:f and ZQ for wind speed, temperature and relative humidity, as

2
Cp = k
D - 2
Z
Dy In | X
i \ 2y /)
CE — _ SCNCD _
-
in —Q
-
@M@E l+SCN bt
1,,(_2_}}’_)
_ gt _
Cy = _P"NCD _ (95)
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where Cy is the drag coefficient (dimensionless), & is the von Karman's constant (0.40), S¢yy and Pr,

are the turbulent Schimdt and Prandlt numbers, defined for neutral stabtlity and at the measurement
height for wind speed, as

CEeN (ZQ’= ZW)

SC‘N =
CpN
Cun\Zo= 2,
Pry = HN( T w) (96)
CbN
where O represents the stability functions defined as (Anderson 1976)
POy = Dg=Oy=1 (97a)
for neutral stability (Ri = 0.00),
Dy = O = Oy = l 97b
M : & I — SRy (70)
for stable conditions when 0.00 <Ri <26:0- 0,20
Dy = 1
(1 16Ri )0
' M
. (1 - 168i)%5 7
for stable conditions when Ri 2020 and
— N o |
d=L =L =g £ (97d)

for unstable conditions (Ri < 0.00). Cnyy, Cgpy and Cipy are the bulk transfer coefficients at neutral
stability. The bulk Richardson number Ri is estimated as

82, (Tair - Tﬂ)
0.5 (Tayr+ T")w?

Ri = (98)

where g is the acceleration due to gravity. The use of these stability functions over snow for the stable
case consistently underpredicted the convective exchange and markedly degraded the predicuve

ability of the model. Therefore, as a temporary measure, the stability correction is not used for snow
under stable atmospheric conditions.

On the basis of the best fit for surface temperature predictions, a roughness length of 5 1 mm is
suggested for snow, which yields a drag coefficient Cy, of 4.46 x 1073 under neutral stability at a
measurement reference height of 2.0 m. Measurements used 1n validating the model were made with
thermocouples, which were subject to solar loading and were not always in thermal contact with the
snow cover, so thisis not an exact figure. Values of 1.0 and 0.7 are suggested for the turbulent Prandlt



and Schmidt numbers, respectively. On theoretical grounds there i1s no justification for setting S cn 1o
0.7, but the use of 1.0 resulted in unrealistically high latent heat losses in cases of moderate to high
winds. The problem may lie in the assumption that water vapor 1§ at saturation at the surface, which
is probably not true during windy periods. Using values of 1005.0 J/kg K, 1.276 kg/m> and 2.838 x
109 forc,.., p,. (at 0°C and 1000 mb) and L, respectively, and reference heights of 2 m for Z'; and
Z' o the exchange coefficients atneutral stability evaluate 10 £, = 5.72 J/K-m?and E2=7.02 J/mb-m3.

The exchange coefficient for latent heat can be measured directly by noting the amount of
evaporation from pans of snow inserted so that they are flush with the top of the snow cover.
Determinations of E. by this procedure as reported in the literature ranged from 4.82 to 10.78
(Anderson 1976, Table 2). For wind speeds from 0.5 t04.0 m/s, Anderson (Fig. 5.4) computed a value
of 7.8 for E. The empirical value of 7.02 used in this study is correspondingly in the midrange of wind
functions determined by evaporation. On the other hand, values in the literature for z, over snow
ranged from 0.1 t0 2.3 mm (Anderson 1976) and are therefore lower than the value of S mmused here,
although Dunne et al. (1976) assumed values of z,=5 and 15 mm in computing runoff from amelting
snow cover. Andreas (1987) reported Cy =0.9£0.3% 103 and Ce=25% 0.5 10~3 for measurements
made by Hicks and Martin (1972), and Cy = 1.1-1.5 X 103 for measurements made by Kondo and
Yamazawa (1986), both of which again suggest that a value of 4.46 x 10~ for C, may be too high.

Consistent with the stipulation that air is at rest within the pore space, 1t is assumed that turbulent
energy dissipates abruptly at the surface. Although this boundary condition is customanly applied in
heat-budget modeling, in reality a degree of wind penetration occurs within an open material such as

snow. The usual assumptions of thermal equilibrium and stagnant air are made for this study, buta
revised formulation is indicated for the future.

Energy equation for the top node

Combining eq 77, 90 and 93, and using the definitions for the precipitation flux given earlier, we
can express the top energy flux (eq 73) as

lop = Ts{1 = tyop) + il - og(T")*

+ (EHO + EH“") (Tair" Tﬂ) + (EED + EEW) (Pv.air‘frhpfk. sat) - cpU,T, (99}

and the energy equation for the top node becomes

Az [E:TEI + in?wl?+ L I¢sd-5¢)fmcm] %Tr;

(T, =T H + LT, -F) - U (1-1)]

H

1
Tm_p. - IS‘L(I - Clmp)(ﬁ"ﬁ_ﬂ: g = Pair 0.002 )n + Cy (UET.{)H - (ka %E) : (100)

where

cp = frpce + {1 fep) i (101)



DISCRETIZATION AND NUMERICAL IMPLEMENTATION

General structure of the model

In the preceding sections, govemning equations were presented for the conservation of mass,
momentum and energy within a snow—soil system. Each set contains n equations, one for each node
or control volume. To solve the equations, they are first linearized and the differentials are
approximated by discrete intervals. The solution procedure will now be outlined, where the reference
numbers refer to the abbreviated flow-chart in Figure 6 and to the sections within the MAIN routine
of the computer code.

At the inception of the computer run, necessary media and program parameters are read (Item 3),
constant parameters are established (Item 4) and initial values are computed (Item 3). Subsequently
the main time loop begins, which increments in time steps Ar automatically selected to obtain the
desired accuracy of the solution. The first procedure within the time loop is to increment the
meteorological data. Dataare either provided fromameteorological file atabase sampling rate, which
is usually once per hour (Item 6a) or, for intermediate time steps, is interpolated between past and
current periods (Item 6b). Once the meteorological or driving parameters are established, the mass
balance solution commences with the addition of snowfall or ponding rain to the top node (Item 7).
This is followed by estimation of the compaction rate (Item 8), computation of elemental solar heatng
(Item 9), and estimation of the top boundary fluxes (Item 10). In the case of rain or melt, solutions are
obtained forthe fluid flow equations (Ttem 1 1), expressed in terms of the effective saturation s, Having
established values fors,, th£ water flux U/, is computed from Darcy’s equation, which in addition to
the vapor flux U, (Item 1%), is used to update the nodal mass (Item 13}, thereby completing the mass
balance section. Grain growth is estimated as a function of the vapor flux (Item 12b).

The energy balance section begins with updating of the thermal parameters (Item 14) and proceeds
to the formulation and solution of the matrix of linear equations (Item 16). Both fluid flow and energy
matrices assume a tridiagonal form and when linearized are solved using the tridiagonal-matrix
algorithm (TDMA), described in Patankar (1980, p. 50-54) or Albert (1983). Aftersolutions have been
obtained to the energy equations, exact values for the linearized items are computed using the updated
temperature values, and final adjustments are made to the liquid water parameters (Item 17). The
equation balance is checked tosee if the lineanization erroris acceptable (Item 18). If the convergence
criteria are not met, the time step is reduced, values are reset, and the iteration is repeated. If the
convergence criteria are met, the time step 1s retained or increased, current values are set to past values
(Item 20), and processing continues. If an elemental thickness becomes less than 2 mm (through melt
or evaporation), or if either of the top two nodes exceeds prescribed maxima, they are combined or
subdivided (Item 21). Updated parameters are written to an output file atarate chosen by the user(Item
22), which is usually that of the sampling rate of the input meteorological data. The time step or time
loop is now complete, and the process 1s repeated for the next step, r+Ar.

Mass balance section

For computational efficiency, only the nodes with active water flow are included within the fluid
flow matrix. The nodal system is subdivided into regions of contiguous flow as diagrammed in Figure
7. where the criterion for flow is that the effective saturaton 5, exceed zero and that the element s not
impermeable. Relative to the flow zone, the nodal index is denoted as j'= j-ioffset, where ioffset is the
nodal offset between the bottom of the grid and the flow zone. For this version of the model, the
condition of impermeable strata has been temporanly disallowed, pending further testing and
verification of the saturated flow option. Discretization of the water flow equation proceeds directly
from eq 46 and for the interior nodes takes the form

c?/ (si‘f- si""“) = 0.5 { Ak s3) ! - ax ""[51?;]"'}Ir - 0.5 { Uf"' - Uzj},_m + M7 (102)

30




I
.M —

1. DECLARE ARRAYS and VARIABLE TYPES. Large common blocks are established in ARRAYS. .
P2 OPEN FILES. File names are read from F ILENAME,

3. READ in general parameters and initial snowpack and soil element values for lemperature, thickness, waler
| content and grain size, (£:T1ingp /7

o

4. CALCULATE CONSTANT PARAMETERS for unfrozen water fraction, thermal conductivity, melt zone
limits, bulk transfer functions over soil, water content limits, vapor diffusion and others/ s 'a - -,

i
P

5. INITTIALIZE general liquid water variables (DENSITY), combined specific heat and other miscellaneous
parameters,

BEGIN TIME LOOP ' I

.f " 4- = II' l"' =

| 63 ifthisisthe stantofa basic

time interval (default of | hour), then READ in or GEN ERATEMETEOROLOGICAL )
DATA%nd screen it for out-of-bound data points. Optionally estimate solar radiation (INSOL)ordownward long- 'IJJ S‘O L
wave radiation (SKYRAD) if measured values are not provided. Adjust measured or estimated radiation for
| incidence on sloped surface (SLOPE). _ S <N ((ﬁb

S -
6b. Automatically SUBDIVIDE basic time interval and INTERPOLATE meteorological data (SUBTIME). Size of o Fa
tune step is determined in Section 18.

MASS BALANCE

7. ADD top elements, resulting from SNOWFALL or ponding RAIN (NEWSNOW).

8. Determine COMPACTION rate of snow cover as a function of the initial seuling rate and overburden
(COMPACT).

9. Estimate SOLAR HEATING within snow elements as a function of density and grain diameler (SOSOL).

10. Estimate TOP BOUNDARY FLUXES, as functions of air temperature, wind speed, relative humidity and
. radiation (QTURSB).

1. For RAIN or MELT, compute the mass WATER FLOW exiting each element, using the gravity flow
approximation of Colbeck and an upwind discretization scheme (FILTRATE).

| 122, Estimate mass transfer due 10 SUBLIMATION and DIFFUSION of WATER VAPOR within snow cover and
for top node of bare soil (DIFFUSION).

I12b.  Estimaie SNOW GRAIN DIAMETER (FGRAIN).

13. Using the snowfall rate and the estimaies for water flow, vapor diffusion and compaction rate, UPDATE the
SNOW DENSITY, MASS and elemental THICKNESS.

THERMAL BALANCE

14. Update THERMAL PARAMETERS, including effective thermal conductivity (THRK); combined specific heat,
stope of freezing curve, enthalpy adjusiment facior, and melt zone swiiches (thparam).

I5.  For INITIAL TIME STEP, set PAST fluxes and variables. Tl

16, - SET UPand SOLVE linear THERMAL BALANCE equations, using tridiagonal matrix algorithm (T, HERMAL.
TRIDIAG). For elements in melt zone, compute iemperature change from m=lt (FTEMP). Recompute top fluxes
using new temperature. Compute nodal heat fluxes (including solar heating) for use in next iteration (FBB),

FINAL ADJUSTMENTS and PRINTOUT

17. Make final ADJUSTMENTS to LIQUID WATER variables (DENSITY), determine melt state (NMELT) and
make other adjustments. ‘

18. CHECK if CONVERGENCE criteria are met (CONVERGE). If not, reduce time siep. resel variables and redo
{ iteration. If met, increase time step and continue.

19. Eptinna.lly ERINT OUT surface FLUX and METEOROLOGICAL data for this basic time step (FLUX).
A BRCT
20. -ESTABLISH OLD VALUES for mass, thermal and meleorological parameters (OLD).

21, Divide or combine thick or thin snow elements (SUBDIVIDE, COMBINENODES and C OMBO),

22. PRINT OUT information for this basic time step (WRITE). If measured temperatures are provided, compute RMS
error.

END MAIN TIME LOOP |

l 23,  CLOSURE. '
_ — —_—e e e 1

Figure 6. Abbreviated flow chart of SNTHERM.89. Major subroutines are indicated in upper-case
ialics.
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Figure 7. Diagram of flow zone system used in solution of fuild flow
equanons

where ¢7. Ak and M are defined as

——

o (=5 o8z o (1= sd(paz)™™
Al At

c/

2 l 2 r—Af -
ar = Pt ih’m - Pe gpfmu (103)
{

and

M EM:iAz (l—%— )+PgsﬁzCR
|

where the dynamic viscosity of water jt, is assumed to have a value of 1.792 x 10~> Ns/m? at 0°C, and

the procedure for estimating the phase change term M is described later. For the top node the discretized
form is derived from eq 50 as

+MI

-8 s (fszpfafIrare)'”:Iﬁo';(ffp’l’pfﬂ”’ﬂ’f) (s3] + U r—m}
L

when n’ = n - offset and
c7/ (s;.f}'— si“"ﬂ’) = 0.5 {—Akf [sg]ja- U{"'&'} + M/

when n’# n - offset, where thé influx Uy’ o = ({4 Yp fallrate)/ 3600 when the flow zone is at the top
of the snow pack and is otherwise zero.

Characteristic of gravity flow, the saturation profile generated by a water pulse propagating through
snow approaches a step function at the wave frent and has a comparatively gradual decline behind the

receding edge of the pulse {(Fig. 9). The term 5¢ in eq 102 and 104 is therefore highly nonlinear for
nodes at the wave front. Away from the front it can be linearized by the usual first-order Taylor’s
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expansion, as

(s3) = b + my(s)

= =2(s3)%" + 3(s2)4(s,) - (105a)

ifj°# L and j"# n, where b_and m_are equation parameters estimated from the past effective saturation.

At the front and for the top node it is estimated by obtaining a solution s, _ . to the cubic equation:

0.5 Ak (53, ) + c1is! =ik =2y Los v Y e MT (10sby

_ | i+ 1,1 4+ 1,1 =At
where it has been assumed that U{j meJ , 50 that

(s3) = 0+ mg(se)

2
= 0 + 5:.:51(5¢)r (105¢)

if j*=10rj”=n" Foreach flow zone a system of linear equations in s, can be constructed, taking the
standard tndiagonal-matnx form of

f ]

j: j+l.f ,’ j.f _ ., .
Ay sl U+ A s, -BJ. | | (106)
iy Fi e oo i v iy i)
where A { 15 always 0, and the matrix elements are defined as
A
"l
A, =0

4

A, =cT+ 05 Ak/m]

! : . ; —ﬂf - ",
B =-0.5 Ut —0s (Ui - ud) ™Y (07 s MM+ MY (107)
for the top node and.

A; =~0.5 Ak/m i+

s

AL = ¢+ 05 Akim]

2

i
A, =0

% FLt=Ar fr-Ar) i - i el P
B/ =-0.5 (Uj - Uy )+(c7s¢)f-‘ Y+ M) 054K ~ 0.5 AkT b

(108)

~ for the interior nodes. The numerical solution becomes unstable if an initially dry node is totally
saturated inone time step. To assure accuracy and stability of the solution, the minimum time step limit
ar . tor the adaptive time step range should meet the criterion
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(109)

where Az . (m) is the thickness of the thinnest node. Further discussion of the minimum time step
versus solution accuracy is presented later.

The effective saturation reaches a steady-state value s, when the nodal outflux equals the influx,
which for a water source of constant magnitude is computed as

_ 3 [ (gt oo 3 D fdlrate o st
U; + 3600 _ (110)
P, & K max Ak

\ He J

Employing conservation of mass, the wave front in a snow cover with an antecedent water content at
or below the residual staturation level then propagates at an approximate speed of!

Surface influx rate

Residual Drainable
e + Thermal deficit +
saturation deficit water
n+ 1
_ - Uy ( "']‘?f (111)
AT ~
pf(:"r'sﬂ)q) ¢ LG D "'Pf-'fc(l"fr)‘t’

Ly

where the thermal deficit is the amount of influx frozen in warming the snow cover to 0°C, the
drainable water is the steady-state level of liquid water in excess of the residual or immobile water
content, and s, is the antecedent saturation. Following cessation of the surface water flux, the snow
cover drains to its residual saturation jevel. | .

Colbeck (1976) computed runoff at the bottom of a 1-m-deep snow pack for hypothetical cases of
fresh, ripe and refrozen Snow. The water source ineach case was a heavy rainfall of 0.01 mm/s, or 1.42
in./hour. For fresh and refrozen snow the temperature was initialized at ~5°C, so that a heat deficit as
well as the residual saturation deficit had to be satisfied priorto advancement of the water front. A small
grain size of 0.2 mm was used for fresh snow, compared with 2.0mm forthe oldersnow types, reducing
the saturation permeability and substantially slowing the flow of water. Model predictions of runoff
forthe three cases as compared with Colbeck s results are shown in Figure 8, and the assumed physical
parameters and mode! results are summarized in Table 1. Since porosity changes and grain growth are
not considered in Colbeck’s solution, theﬁg mechanisms have been disabled for these model
stmulations.* Agreement between the two procedures is generally good, except that lag times
predicted by the model for the cold snow cases are about 10% longer. Colbeck* indicated that he used
a graphic procedure and that the numerical solution should be more accurate. The slight dispersion
about the wave front in the model sotution is an artifact of the numerical method, and it reduces to the
expected shock front solution as the nodal thickness is reduced. In actuality the numerical simulation

is more representative of hydrographs from real snow covers, as inhomogenieties in Snow character-
istics lead to a spread in the flow rates.

I For a complete discussion of the rate of propagation of a wavefront in meliing snow, see Colbeck (1974a).

* Inclusion of porosity changes due to freezing increased the lag time of the fresh snow case by about 600 s, and
inclusion of grain growth decreased the lag time by about 1000 s.

" Personal communication, 1991,
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Figure 8. Mass water flux at the bottom of a I-m-deep snow cover.

TABLE 1. Assumed snow parameters and model predictions of water infiltration in fresh, ripe and

refrozen snow covers. The snow cover is I m deep, and the incident flux has a constant magnitude of 0.01
kg/m~*s and duration of 10,800 s.

Steady-state Steady-state  Immobile  Frozen Drainable
P, d T, Lag effective Ak mass gain  ligquid influx  influx influx
(kgimd) (mm) (°C) ¢, (s}  saturation (kgints) (kgin?) (kgim?}  (kgim?®)  (keint)

Ripe 300 2.0 0 084 2605 0.035 235 27 0 0 27
Refrozen 300 20 -5 068 7836 0.040 152 82 47 10 25

Fresh 300 0.2 -5 0.68 18,772 0.183 .62 169 -, , 47 10 112

In addition toillustrating the water flow algorithm, the two cases of rain on cold snow demonstrate
the coupled heat and mass flow capability of the model. Temperature and bulk liquid density profiles
predicied by the modet for the fresh snow case are shown in Figure 9. The liquid density reaches a
steady-state level of 159 kg/m° and then gradually drains towards the residual level of 47 kg/m3.

Energy balance section

Once the fluid flows and adjusted mass balances have been computed, the energy balance equation

(eq 74 and 100) can be solved for the nodal temperature or phase change. First the heat storage terms
on the left side of eq 74 are discretized, which correspond to the partial derivative d(p Azh )/t in eq

59. Usually the discretized form of the product (p Az)h, would be 0.5[(pl&z)'+(pl&z)“‘”]ﬂhl+ 0.5(hf
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Figure 9. Predicted profiles of temperature and bulk liquid densiry ina 1 -m-deep fresh snow cover,
in reponse to the input pulse illustrated in Figure 8a.

+hl""‘-"’ JA(p,Az). Analtemative but mathematically equivalent form (pAz)!Ah + hl"md(plﬂz) will be

used here, since 1t results in a more efficient partitioning of current and past portions for the storage
term, as

WALk (YT Uj) (e, 273,15 - L)

ar
= Az [P+ LT F + Lo (®ca+ 50 ) fonCict) %{- - (Ufﬂ - UE)[E-in(l -f)]
— \ Tj.;—Tj.I—ﬂf
={‘ﬁ”f [plcl"'LfiYwF'*'ka(quw*' 5¢)frhck't.lj N
| f
o T [ TR N (B8 A (112)
Furthermore it can be shown that
(QE‘YWF—')LI Tf.f_ Tf-f"ﬁf _(U£j+l _ Ug)ffj t=-Al
At
- jt it S i-Al o J -4l
= {mwa [T,'yw(r)] T T ( JH_ ) (113)

where F [T,T._,_,(f)] 1sthe temporal average of F (eq 68) intemperature evaluated forthe current water

content Y., and f, 1s the portion of the freezing curve (eq 67), which is independent of water content,
given as
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f = — 114
L+ (al Ty)? e

Applying a central-difference scheme for the conduction—diffusion term and an upwind scheme for
the convection term, we can write the discretized version of the energy equation (eq 74) as the form

{L\:I [ptcl + LgiYwF + ka (¢5w+ 5¢').ﬁ'h CkT

4 Z0et (115)

and

(116)

U oer = bt L (117)

and the past net heat fluxes Q__ are

Qn,r-ﬂf = ]‘r—m + (.‘! (U{T)n.l-ﬁt_[E:_E(Tn_Tn-l)}'-ar

net top

B [fs (1~ otyqp) (¢-Betiz o —Bric 0.002 )]"-f-ﬂf

(117}
for the top node and

0o = =e[(Uer) - (U T

AL, oAl -4 . _
+[k:+;(T“I—T’)—-k: ‘.‘::(TJ--T"-I)]ir Ir+[1"‘“§(1_ﬂ-l-'»-uiu)]r T

S
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for the interior nodes. Equation 115 is the final discretized form of the heat balance equation for the
interior nodes.

Values for the phase change term M in the fluid flow equation are estimated from eq 62 by assuming
that the nodal temperatures, and the convective and conductive fluxes, are constant over the time step,
giving |

M = MyAz (1 -%’-_E)+ P, s AzCR
{

i A\ [ —-Ar — i o
(ve8:) - (vea2) + Uf et (l . s) + Prs &z CR .

1 At pi
Then
Al [ﬁ"_l ]]r—ar
ni ’ ! nd- 2 n n- -
Vo Qsotar * T iopx ¥ Tiopw T + e (U T - ke (T ~-T ) , on At
| 2 pi
(Un +1,1 + Qﬂ +1,1-4t n r-ﬂl) n.r—ﬁf}
+ -U H
2
X (1 -E_fs"-"‘-‘“)/{,“ + Py (sazCR)™IA (1192)
i
for the top node and
- jit joa-Al | o 1
M = ‘Q;'l';"‘“ + (_QM_ Q'olar ) + [(UJ+1 _ UJ) HJ]' at
| 2 |
(1 -%!. :;»"-*'-ﬂ“')/L,_.,-t + P, (sazCRY 8" (119b)
i

: . Figure 10. Conceptualization of the melt zone

Ty TH (T, <T<Ty). where P, rather than'T is used
2 0 2 4 as the independent variable in the heat balance
T{°C} | equation.
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for the interior node. The air interface fluxes/ :ﬂp are defined in eq 124 and 125. Since the time steps
are very small when melt is occurring, the subsequent version of the model will estimate melt from
its past value, thereby avoiding these complicated expressions.

" Solvingeq 115 requires thatterms first be lineanzed, which inmost cases is accomplished by using
nast values to estimate current values. Near 0°C the slope of the freezing curve £ changes rapidly with
temperature, so that maintaining acceptable linearization error for elements undergoing melt leads to
very small time steps. To improve computational efficiency, meltis used instead of temperature as the
independent variable in this region of the freezing curve. The approximation uncertainty is thereby

~ shifted from the latent to the sensible heat change, which is of much lower magnitude. The region
where this variable transformation applies is termed the “melt zone,” as shown in Figure 10 and is
arbitrarily bounded by the limits T, and T, on the freezing curve where sensible and latent heat
approach the same magnitude, given as

o
{"l-‘
o~

— -

T =273.15 - (120)

-

and

Ty = 273.15 — _Tw, mid

where y,, .15 the midpoint bulk water density in soil between the residual and saturation himits. A
melt function P_,,, is introduced, defined as the change in v, with temperature over the time step in
which the bulk water density is held constant at its current value vl , or

P = Yol (T4 = £ (T yi)]

‘ —
- (). 7 ~
i YO vl | ODYes o FAT 7 (121)

L+ [(@ T2 ™ 14 [(@ry)i] ™™ -

~7as AT — 0, Temperature is then expressed in terms of P, 2s

Tit=g) Pl + g (122a)

gy = ——
] -~/
YwF
and
g =T (122b)

whenT, < T /4= < T, .. The variables g, and g, function as switches within the linear equation system,

automatically transforming P_ . to T when an element is within the meltregion. Outside of the melt
zone these functions are defined as
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and

(123)

s . . } ..
when T/-& < T or T80 s Ty
The combined heat flux at the air/snow interface !mp is lineanzed in terms of temperature, where

{ is the constant term and / is the coefficienton T, as!
wop, k lop, v

’ ’ ’ n
Ilﬂp ]Iﬂp. k T Itnp,v T (124)

where'?

¥

!lﬂp, " = (0.5 {E‘rir‘l’ +(EHU + EHW) Tajr + (EED+ EEW) (Pv‘ air T 21.452 frh Pn.:-dl) _

vk, sat
+ 3oe(r )" —e, TU,

and

|" n,t=Af

frh Pv (EEU+ EEW
!lnp, , =-05 “EHO'*‘ Eqw) +22.452 k, sat )
\ T”J—ﬁl

+ ace (7)), (125)

In these relationships all quantities are evaluated for the current time unless otherwise indicated, and
the following approximations have been made:

(T4 = () ™% (T (r ) o (1Y) (a7 = 3700 (126)
P! pi-3loasy T _p1a52
vk sat T f gk gqr | L4 -~ 21.452
' T:-ar
Efy = £\
E¢ = EF

The equation system can now be written in standard tridiagonal form as

A;Xj#l,r + A;X N +Alej-l'f - Bj (127)

where X =T when a node is c:-mside the melt zone and X = Pm:lt when it i1s within the melt zone. The
matrix elements of A and 8 are defined as

As =00

-
I

&
I

The term !‘mp used here s inconsistent with fmp defined in eq 75, in that it does not contain the solar flux.
' The case of falling wet snow is addressed in the equations but is not included in the SNTHERM. 9 code.
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for the top nodes,
. Aj-r.l._ﬂ
A:-; - C£UJ+LI B ! g)'*'l
2 2 17
J I ;“%J + ;f-%f j1=At ja-At
A2=Q‘£-f—‘gU2—+ TSt when TY T < Ty or T 5 Ty
f ﬁj+%‘f .ﬁj-%.l
’ ! ] N  (—
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t 2 2 At
~jol g
. 2 .
] : Jj-1
AI == c?- 8v

- — R : Y -4
Bj = Q;TLI-QI+ UEJ_HEI[H—Lﬁ(l -fg)]ir ﬂf+ f“’%(l_e-ﬂ ﬂz) Qiefl f
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> 2 2
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k. ¥ j-1 J it ks Y ekl VY S e, udtN kDT e
e e e e e e o)
for the 1ntenor nodes and

A3 = 0.0 (130)
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Al =3

Al =00

1 1
B8 =7TDWEMHI

for the bottom node. The following definitions and linearizations are used:

' ~ 5
Q;r = {[plcl+ LZIYWF + ka(¢5d-5¢)ffhck'r} i_l;_}

when T/ ¢ T, or T80 T, and

Qi-f = {[p: ¢ + Ly (q’ sd — 5¢')frh CkT] ﬁ-—z}“

At
when T STH-8gT,, (131)

— I=Atf
C} =
|

. ~ =2t
Fyr = Fyr

-~ i-At
Cxr = Cyy

-4af

4 | i-At
qJ y ¢5d = ¢ ’ q)sd

When new elements are created to accommodate the accumulation of snowfall or ponding water,

the numenical solution is unstable until aminimum elemental mass is reached. In this case the thermai
balance is circumvented, and the nodal temperature is set to that of the precipitation,

Final adjustments and adaptive time step procedure

For nodes within the melt zone, the function P e (€9 121), rather than temperature, is returned by
the solution to the heat balance equation. For these nodes the current bulk liquid-water density is

computed from P_,, as
(40 82) ™' = Ugoefi A
z —
Y; = Pren + Te : net /¢ (132)
Az
and eq 67 is then solved for T as
: |
T =273.15--L L‘f -1 (133a)
al Yt
for snow and
(73] + olrd) +olr3) =
T5 +pT6 + g TE}) =5 (133b)



for so1l, where the coefficients in the fifth-order polynomial for soil are given as

1-0757d1

p = *f (134)

a23

1-“"*-*-* 0.75 "fdf

_ Yz Yr
q
al?
| Y
~ f
§ = Tf‘
at?a2;

- Equation 133bissolvediteratively using the Newton-Raphson bisection technique. Since eq 122a will
not provide valid solutions in the eventuality that a phase boundary is extremely over-shot, a check
is firstmade toseeif P, has exceeded a boundary by more than 5%. This should not normally occur,
since the time step is automatically shortened as the boundary is approached, but if the situation should
arise, the step is shortened and the iteration is repeated.

Giventhe new set of temperatures, the top flux (eq 124) is recomputed, and new values forthe liquid
‘water density, saturation, unfrozen mass fraction and porosity are established. Substituting into the
original form of the heat equation (eq 62), we can compute the linearization error in the energy balance

and expresse it as an effective temperature error T, , where
Teror = At Heat balance emor____ (135)
Az [plct + Loy (¢34 - 59) EkT]
.
VT 2ok

A minimum allowable error is input to the model, typically 0.05°C. If the error tolerance is exceeded,
the time step 1s shortened, nodal parameters are reset and the iteration is repeated. Conversely, if the
error is below the tolerance level, the time step is increased. For a given linearization error, note that
decreasing the nodal thickness leads to smaller time steps. In the case where the thermal balance has
been circumvented due to minimal mass or when a node is being deleted, the convergence check is

bypassed. A convergence check is also included so that chan ges tn water saturation within a time step
remain below a specified level.

Combination and subdivision of elements

Combination |

If a snow element has totally melted or if its thickness is less than the prescribed minimum of 2 mm
(exceprifitis anew element accumulating precipitation), the element is combined with a neighboring
element. The top or bottom neighbor is selected as the recipient according to the following criteria:

* If the surface element is being removed, combine it with the bottom neighbor:
- If the bottom neighbor is not snow, combine it with the top neighbor,

» Ifthe element is entirely melted, combine it with the bottom neighbor; and

* It none of the above cases apply, combine it with the thinnest neighbor.

The two elements are combined by adding the thicknesses and masses, and computing the
combined bulk density as
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¢ = YhAz' + ¥342% _ mass! + mass? _ mass® . (136)
Azl + Azl Az¢ Az©

where the superscripts 1, 2 and ¢ denote the separate and combined elements, respectively. Mass
weights are used to compute a combined grain size of ‘

4€ = d' mass ' + d° mass? (137)

mass <

and a combined temperature for dry snow of

!

TC T mass! + T2 mass? _ (138)

mass ¢

[n the case of wet snow the sum of the enthalpies of the separate elements is equated to that of the
combined element, as

- Cj (mass | T[; + maﬁzTa‘) + Ly (Yfl Azl + Y3 &zz)

=—cmassSTp+ Lyy;02°. (139)

Using eq 67 to express y 5, eq 139 is written as a third-order polynomial, which is solved iteratively
for T pusing the Newton-Raphsontechnique, in whichthe solution is bounded by TD andT%.The past

values for the net fluxes _ . and the elemental solar absorption Q. ;. are combined additively as

net solar

2
Qr!:l + O net =Qrfct
and
2
Qslut:r + Qsolar = O solar - (140)

Nodes superior to the combined node are shifted down by one tndex number, and parameters for the
former top node are set to 0. Re-definition and re-indexing of nodal values is facilitated by deciaring
the nodal vectors equivalent to large two-dimensional arrays defined within the subrouting Arrays.

Subdivision

The two uppermost nodes are automatcally subdivided if they exceed the prescnbed minimum
values of 1%/3 and 3'/3 cm. If the (n-1)'® node is being subdivided, the top node is first moved up by
one index number. Subsequently a new node is created that has the same values as the original node.

The procedure is completed by readjusting mass-related variables so that a third of the mass1s assigned
to the upper node and two thirds to the lower node of the pair.

MODEL VERIFICATION

The ability of SNTHERM.89 to predict surface temperatures has been verified on field data for
several years from sites in Grayling, Michigan, and Hanover, New Hampshire. The instrumentation
consisted of thermocouple profiles within the snow and soil, an adjustable surface probe, a meteoro-
logical tower instrumented at two or three levels for measunng air temperature, wind speed and
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relative humidity, and pairs of Eppley pyranometers and pyrgeometers for measunng upwelling and
downwelling radiation. A detailed description of the Hanover test site is presented in Jordan et al.
(1989). Comparison of measured to predicted surface temperatures for snow showed agreement to
within £1-1.5°C for diumnal temperature cycles of amplitude up to 20°C, with most of the discrepancy
occurring over midday when the thermocouples overheated due to solar loading. Figure 11 compares
measured snow surface temperatures at the Hanover site with predictions from SNTHERM.89 for the
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Figure 11. Comparison of predicted vs measured surface temperatures for snow at Hanover, New
Hampsiire.
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period of 5-18 February 1987. The surface temperature of snow is highly correlated to air temperature
(indicated by. the dotted line in the graphs). In general it warms towards the air temperature during the
day and drops below by several degrees at night due to radiative cooling. Subsurface profiles also
showed close agreement between measured and predicted values, except during windy periods, when
the curvature of the profiles indicated wind penetration within the upper 10 cm of the snow cover. It
Is yet to be determined how much of this effect was the result of wind-flow channeling by the
thermocouple support, and how much would occur naturally in an undisturbed snow cover.

The supporting algorithms for snow compaction, grain growth, snow accumulation, freeze—thaw
cycles and meitwater infiltration have been tested on the data set of 5~18 February 1987, which
contained three periods of melt and two minor snowfall events. Preliminary testing has been done on
subsequent data sets with periods of more active water flow. Water appears to be drawn down into the

pack at a faster rate than predicted by theory, which may be corrected by including the capillary term
or by using a lower value for the residual saturation. The model has been tested for the bare soil case

but has not been verified with measurements. A more complete analysis of model performance is
anticipated in conjunction with the extended version of the model, SNTHERM?2.

CONCLUSIONS

Aninterim stage in the ongoing development for a model of the heat and mass flow through snow
has been presented as technical documentation for the computer program SNTHERM.89. The
program is coded in standard FORTRAN-77, and its implementation is further described in a
preliminary user's guide (Jordan 1990). The expanded modeli version, SNTHERM2, which should be
available within the calendar year, will contain many of the improvements noted in the report,
including a two-stream radiative transfer algorithm for computing albedo and solar absorptionand an

extended water flow algonthm capable of simulating flow through soil and through a heterogeneous
SNOW COover containing ice lenses.
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1 General Description

For purposes of remote sensing it is often necessary to know the radiometric lemperature
of a background snow cover. CRREL has developed a research grade one-dimensional mass
and energy balance model (SNTHERM.89) for predicting temperature profiles within snow and
frozen soil. It is comprehensive in scope, being adaptable 10 a full range of winter meteorological
conditions, such as snowfall, sleet, rainfall, freeze-thaw cycles, and transitions between bare and
snow covered ground. Although surface temperature prediction is the primary objective, transport
of liquid water and water vapor are included as required components of the heat balance equadon,

“Snow cover densificanon and metamorphosis and their resulting impact on optical and thermal

;

properties are included, as well as the automatic treatment of snow accumulation and ablation.
Water flow within snow 1s modeled with a gravity flow algorithm, and extends to the saturated
case of water ponding on ice lenses or frozen soil. Phase-change, water flow and temperature are
coupled through the use of a freezing curve. Although the model is primarily intended for use
In snow, it will accommodate the bare soil case. The fluid-flow algorithm, however, does not
consider capillary tension and therefore will not provide an accurate representation of water flow

in soill. The underlying theory of the model is presented in USACRREL Report 495 (Jordan,
currently available in draft form).

The model cumrently handles five different material types or layers. A numerical solution
s obtained by subdividing snow and soil layers into horizontally infinite control volumes (Fig-
ure 1), each of which is then subject to the governing equations for heat and mass balance. As
a spanal discrenzation procedure the control-volume approach of Patankar (1980) is adopted,
which is similar in implementation to a finite-difference scheme. Within the time domain a
Crank-Nicolson method is used which gives equal weighting to past and current time periods.
The respective diffusive and convectve components of the heat and mass fluxes are numerically
approximated by central-difference and upwind schemes, weighted by the power-law method-
ology of Patankar (1980). Governing sets of equations are linearized with respect to0 unknown

. varables and solved by the powerful tridiagonal-matrix algorithms. In conjunction with this lin-

earization procedure, an adaptive time-step is used that automatically adjusts between maximum
and minimum values (typically between 900 sec and 5 sec) to achieve the desired accuracy of the
solution. The time-step limits and solution accuracy are specified as user-inputs to the model.
This approach is efficient in terms of computer nme, since in most instances quarter-hourly
nme steps are sufficient, and smaller steps, associated pnmarily with melt and water flow, are

implemented only as needed. The overall structure of the model is very flexible, permitting an
unlimited number of nodal subdivisions and material types or layers. For solution accuracy,

mesh thickness is constrained to a minimum of 2 mm and to maxima of 1.67 and 3.33 cm for
the top two nodes, but is otherwise unspecified.

Governing equatdons are subject to meteorologically-determined boundary conditions at the
{ atr interface. Surface fluxes are computed from user-supplied meteorological observations of
air temperature, dew point, wind speed, and precipitation; and, if available, measured values of

solar and incoming infrared radiation. In lieu of radiation measurements, the model provides
\cstima[ions through routines that take into account location, solar aspect, cloud conditions, and
the albedo and inclination of the surface (Shapiro, 1982 and 1987). In additon. any of the

i




meteorological values can be estimated by user-supplied algebraic functions. The model is
imnalized with profiles of temperature and water content for the various strata, the accuracy
of which determines the time required for the simulation to equilibrate after inception of the
computer run. Physical characteristics for the selected strata are either entered by the user, or
‘optionally supplied from internal databases currently provided for snow, sand and clay.
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FIGURE 1. SNTHERM .89 Model Spatial Scheme

The model is coded in standard FORTRAN-77 and has been implemented on several ma-
chines, including an [BM-PC with a math coprocessor. An extension for long variable names

(16 digits) is required. The INCLUDE (or INSERT) statement is generally compiler dependent,
and may need to be globally changed.
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2 Data Input Requirements

~ Unless otherwise specified all entries should be in free format, separated by a standard
delimiter (blank, comma, etc.). Suggested values are in parenthesis. All umts are in the MKS

system. Except for “FILENAME,” file names may be any combination of legal FORTRAN
strings of twelve characters or less. Note that the file name syntax must also comply with the
requirements of the operating system on which the code 1s installed.

2.1 File FILENAME (specific name)

Contains filenames in free format, one name (in quotes, 12 characters or less) per line. If
run under UNIX, the filenames are case sensidve. Files are as follows:

Layer.in (required input)

Met.in (required input)

Tc.in (optional input)

Snow.out (general output file)

Flux.out (optonal surtace flux output)
Filt.out (optonal water infiltranon output)

All filenames must be specified, even if the files are not used. The user can fill in with a ficacious

or dummy file name as long as no file name is repeated. A sample version of FILENAME (upper
case) in which none of the optonal files are used is shown in Figure 2b. |

'Layer.in’
'Met.in’
'"Tc.in’
'Snow.oul
"Flux.out’

'Filt.our

—_—
Figure 2a. Sample Input File FILENAME

- —
'Layer.in’

'‘Met.in'

"Duml’

‘Snow.oul

D2’

Dum3’

—

Figure 2b. Sample Inpur File FILENAME Without Oprional [10 Files



2.2 File LAYER.IN (generic name)

This file contains general parameters and ininal nodal values of temperature and water
content. A sample LAYER.IN file 1s shown in Figure 3.

LINE READ 1: General Parameters

-Number of layers (If > 4, increase parameter 1d in file const.) - (2)
-Print-out interval for LAYER.OUT (every nth base-step or if code = 99, at base-time interval) (12)
- -Opdonal hourly print-out of incident heat fluxes: 1=yes O=no (0)
-Approximate average barometric pressure (mb) over period of run (990.)
-Estimated solar radiation: 2=estimate missing values only l=yes O=no (0)
-Estimated incident longwave radiation: 1=yes 0=no (0)
-Sloped terrain: 1=yes 0=no (0)
-Snow compacted (tank tracks): l=yes O=no Currently disabled (0)
-Near [R extinction coefhicient for top snow node (400.)
-Optional input of measured temperature data 1=yes O=no (@)
-Optional print-out of water infiltration estimates 1=yes O=no (0)
~ Note: This optdon may generate extensive output
-Basic time penod in seconds (determined by dme-step of MET data) | (3600.)
-Estimate standard MET data from user-supplied routine: 1=yes O=no (0)
-Snow albedo (0.78)
-Irreducible water saturation for snow (0.04)

LINE READ 2: Measurement heights above ground surface for MET data in meters.

-Air temp height, wind speed height,- dewpoint or RH height (2.,2.,2.)

LINE READ 3: Specificauon of charactenstics for each layer type. Since layers number in
ascending order, BEGIN WITH THE LOWEST LAYER FIRST. For some stock material types,

many of the charactensacs are automatically supplied from a database within the model as shown
in Table 1. Codes for matenals currently catalogued in the model are:

| =snow 2 =clay 3 = sand [90..99] = user supplied material

Enter the following iiems, one line per layer type: [Note: The model will soon be revised to
include all but the first three items within the internal database. User defined properties are read
at Line 3].

-Number of nodes (integer)
-Matenal code {integer)

-Quartz content (0.0-0.45)
-Roughness length or 999.

(.005 m for snow)
-Bulk transfer coefficient for eddy diffusivity or 999,

-Turbulent Schmidt number (0.7 for snow)
-Turbulent Prandtl number (1.0 for snow)
-Windless convection coefficient for latent heat (2.0 for snow)
-Windless convection coetficient for sensible heat (2.0 for snow)
-Fracnonal humidity reladve to saturated state (1.0 for snow, <1.0 for soil)



Layer.in cont.

LINE READ 4. Convergence related input.

-Number of successive good calculations before increasing time step (2)
-Minimum allowable time step 1n seconds (5.0)
-Minimum allowable time step when water flow is present

Cannot exceed 10 | (1.0)
-Maximum allowable ume step 1n seconds

Cannot exceed 900 (900.0)
-Maximum allowable tme step when water flow 1§ present

Cannot exceed 900 (900.0)
-Maximum allowable change in saturaton per ume step (.01)
-Maximum allowable temperature estimadon error per time step (°C) (.05)

LINE READ 5 (optional) If you desire to supply your own material characteristics for a layer,
use a material code from 90-99 (see Line 1 above) and the model will then expect to read the

following items. This read will be repeated for each layer whose type is in the user defined
range of 90-99. Example values below are for clay.

-Density of dry minerals in material (kg/m®) (2700.0)
-Bulk density of dry material (kg/m®) (1000.0)
-Heat capacity of dry material (J/kg-K) (800.0)
-Thermal conductivity for dry bulk material (W/m-K) (0.113)

[If unavailable, this can be estimated as (0.135vd + 64.7)/(2700 — 0.947+d),
where vd is the dry bulk density in kg/m3.]

-Coarseness code (1=coarse, 0=fine) (1.0)
-Plasticity index (0.0 - 0.30) (0.20)
-Albedo (at normal incidence) (0.40)
-Emissivity (0.90)

LINE READ 6 (Opdonal); Required data if solar insolation is to be calculated or the terrain is
sloped. |

-Degrees latitude
-Degrees longitude
-Elevanon angle of slope in degrees, measured from horizontal
-Azimuthal angle in degrees of fall-line,
measured clockwise from absolute north (180° for a north facing slope)
-Hours difference of local ome from Greenwich mean tme

LINE READ 7 (Oputonal): Required data for tank tracks (Note: This option is currently dis-
abled.).

-Time-hack when track s laid: Year (last two digits only), Julian day, 24-hour time, Minute
-Compacuon rato (compacted snow depth/undisturbed snow depth)
-Track width



Layer.in cont.

-Compacted snow depth
-Track orientation (in degrees, relative to due north)

LINE READ 8: Inital nodal/control volume values. One line for each node. START WITH
THE BOTTOM NODE AS NODE NUMBER 1 (See Figure 1). |

-Temperature (K). Comment: The model uses a freezing curve to determine what portion, f;,

of the nodal water content is unfrozen. In the case of Snow, 1t has arbitrarily been set to begin
melting near 272.83°K according to the relationship.

fi = L/{1. 4 (100T,)?

where Ty is the depression temperature, 273.15-T°K. It is preferable to initialize the model at a

nme when the snow is dry. [f it is necessary to start with wet snow cover, the curve in Figure
4 can be used (o estimate the temperature for a given water content (volume per volume). Note

that for T = 273.15°K the node is totally melted and will automatically combine with its lower
netghbor.

-Elemental control volume thickness (m). For the 1op 2 elements, thicknesses are usually ini-
nalized at .01 and .02m. The minimum allowable thickness for any element is .002m and the
maximum allowable thicknesses for the top two elements are respectively .0163 and .0333m.

-Bulk water density (frozen plus liquid water) (Kg/m3). Initial bulk water density for soil should
be between the minimum drainable and saturaton levels or:

0.75Jppmp < pw < 917.0(1. ~ ppy 3/ 0 )

- where p,, ; and p,, ; represent the intrinsic and bulk densities of the dry soil, and p,, represents |

the bulk density of water (all units kg/m>). The plasticity index J,, ranges from 0.00 for coarse
sand to 0.30 for clay. For the stock sand and clay layers, the respective water density limits are;

minimum maximum
(kg/m”) (kg/m?)
sand 60 374
a1 el clay . 150 577

:Grain diameter (m) or 0.0. If 0.0 is used. the model estimates the grain diameter.



2,12,1,990.,0,0,0,0,500.,1,1,3600.,0,0.78,0.04
In,pinv,ifluxout,bp,isolarcalc,ircalc,islope,itracks,bext,itm,ioutfiltrate,dtbase,imetcalc,albsnow,ssisnow

1.85,3.9,1.85, height(1..3]

9,3,0.40,.001,999,1.0,1.0,1.0,1.0,0.8,

14,1,0,0.005,999,0.7,1.0,2.0,2.0,1.0 (nn{i),ltype(i),qts(i),anaught(i),cd (i), rce(i),rch(i),ck(i),cak(i),frh(i},i=1,ln)

1,5.0,1.0,900.,600.,.01,.05, ngoed,dtmin,dtsmin,dtmax,dtssmax,dssallowed errtallowd

274.5  0.2000 200.0  0.0000
273.5  0.2000 200.0  0.0000
273.2  0.2000 200.0  0.0000
273.1  0.2000 200.0  0.0000
273.0  0.1000 200.0  0.0000
273.0  0.5000E-01 200.0  0.0000
273.0  0.5000E-01 200.0  0.0000
273.0  0.5000E-01 350.0  0.0000
273.0  0.5000E-01 350.0  0.0000
272.0  0.4000E-01 250.0  0.5000E-03
271.0  0.2000E-0! 800.0  0.5000E-03
270.0  0.4000E-01 220.0  0.5000E-03
969.0  0.5000E-01 3250.0  0.5000E-03
268.0  0.5000E-01 240.0  0.5000E-03
266.0  0.5000E-01 250.0  0.5000E-03
285.3  0.5000E-01 240.0  0.5000E-03
264.0  0.5000E-01 230.0  0.5000E-03
264.0  0.5000E-01 220.0  0.5000E-03
265.0  0.5000E-01 240.0  0.5000E-03
285.0  0.5000E-01 220.0  0.5000E-03
265.2  0.2000E-01 180.0  0.5000E-03
285.2  0.2000E-01 180.0  0.5000E-03
265.2  0.1000E-01 160.0  0.5000E-03 to(i),dzo(i),bwo(i),do(i)

FIGURE 3. Sample Input File Layer.in
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2.3 File MET.IN (generic name)

This file contains meteorological values, usually in the form of hourly averages (time-step

indicated in LINE READ 1). (Time hacks should correspond to the midpoint of the averaged

period.) Opunonally, values may generated by theoreucal functions (repeated constants, sine-
waves, etc.). A sample MET.IN file 1s shown in Figure 3.

-Year (Last 2 dagits only)
-Julian day

-Hour

-Minute

-Ambient air temperature (°K)

-Relaave humidity (%)
-Windspeed (m/sec)

-Incident solar radiation (watts/mg) or 9999,
-Reflected solar radiaton (watts/m?) or 9999.
-Incident longwave radiation (watts/m?) or 9999.
-Precipitadon accumulation in m/hour (Snow 1s actual amount, not water equivalent)
-Precipitation type code: O=none l=tain 2=snow or sleet
-Effecave diameter of precipitanon particle (m)

Optonal: Include cloud condiaons if solar or longwave radiation need to be calculated,
otherwise leave blank |
-Fractonal cloud coverage (0.0-1.0) and...
-Type code for low cloud layer: 0=None 4=S$cpmSs5=Cu-orCb q- Low C’OCM?
-Fractional cloud coverage (0.0-1.0) and...
-Type code for middle cloud layer: 0=None 3=As, Ac or any other
-Fracdonal cloud coverage (0.0-1.0) and...
-Type code for high cloud layer: 0=None {=Ci-2=Cs-

| = Thin Ofls 2= Thick ¢/ /21

h!

YJHM AirT Rh  WnSpd Solar] Solar? IR}

Precip Data Cloud Coverage

FIGURE 5. Sanple Input File Met.in

87 38 14 O 267.600 28.523 2.400 348.000 273.000 176.000 0.000 0 0.0000 0.00 00.00 00.00 0O
87 36 15 0 267.400 27.967 2.100 239.000 189.000 173.000 0.000 0 0.0000 0.00 00.00 00.00 O
87 36 16 0 287.000 129.860 1.200 103.000 76.000 178.000 0,000 0 0.0000 0.00 00.00 00.00 O
87 3617 O 264.600 47.724 0.800 -3.000 -1.000 174.000 0.000 © 0.00000.00 00.00 0Q.00 O
87 3618 0 261.300 55.970 0.400 -6.000 -5.000 178.000 0.000 O 0.0000 0.00 0 0.00 0 0.00 ©
87 3619 0 259.900 67.67v3 1.600 -5.000 -3.000 190.000 0.000 0 0.0000 0.60 0000 00.00 O
87 36 20 O 259.800 66.462 1.000 -4.000 -3.000 198.000 0.000 0 0.00000.00 00.00 00.00 0O
8§87 3821 0 257.500 65.478 1.400 -4.000 -3.000 179.000 0.000 O 0.0000 0.00 00.00 00.00 ©
87 36 22 0 257.000 74.320 0.300 -4.000 -3.000 190.000 0.000 0 0.0000 0.00 00.00 00.00 O




2.4 Optional file TC.IN (generic name)

Contains measured values of surface and snow/ground interface temperatures from which to
calculate a RMS error. Data should be at the basic time-step rate (usually hourly). Each line
should contain a time-hack and the two measured temperatures (°K) in free format as:

-Year (Last 2 digits only)

-Julian day

-Hour

-Minute

-Snow/ground interface temperature (K)
-Surface temperature (K)

[f this opnon 1s selected, there must be measured values for each nme-hack, or the model will
give the error message “MET data and thermocouple data are out of sync.”. If data is unavailable,
input the dummy value 999.0, and the model will ignore the datapoint.

3 Sample Data Output

Figure 6 presents a partal listng of a SNTHERM.89 output file. OQOutput is obtained
at the meteorological data point umes (base time period increments (usually 3600 seconds)).
Informanon available here 1s the predicted surface nodal temperature and phase as well as the
current number of nodes and the air temperature. Optional output includes the measured and
predicted temperature at the snow/ground (S/G) interface. Other optional output is the difference
between measured and predicted surface temperature with the corresponding running RMS error.

A more detailed output is available at hourly intervals. (see Layer.in). The example in
Figure 6 is for twelve (12) hour intervals. Temperature, phase, and effective specific heat and
conductivity are shown for each node. In additon, nodal total bulk, bulk water, and bulk iqud

densities are output. Other information listed is current nodal thickness, grain sme, and distance
from the S/G interface.

Figures 7 and 8 are a comparison of predicted surface temperatures from SNTH ERM.89
to snow surface thermocouple data from CRREL during February 5-18, 1987 at Hanover, NH.

Also plotted 1s the measured air temperature.
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date-time tm t(n)  tmsg t(eg)  tkair t(n)-tm rms error nodes calc-iter
8736 15 0  284.450 262.330 273.150 272.453 267.400 -2.120  1.499 23 F 114
8736 18 0  283.760 260703 273.250 272.490 267.000 -3.047  2.143 23 F 227
8736 17 0  250.250 257.557 273.150 271.513 264.600 -1.803  2.040 23 F 204
8738 18 0  256.560 254.488 273.250 272.530 261.300 -2.082  2.046 23 F 410
8736 19 0  255.250 256.415 273.250 272.546 259.900 1.185  1.526 23 F 533
8736 20 0  254.950 255.994 273.050 272.559 259.800 1.044  1.838 23 F 659
8736 21 0  253.160 254.482 273.250 272572 257.900 1.332 1772 23F 728
8736 22 0  252.150 252.954 273.250 272.584 257.000 0.804  1.692 23 F 848
8736 23 0  251.550 252,605 273.150 272.593 256100 1.055  1.640 23F 91
L P da(i) 2(i) t(i) bt (i) bw(i) bI)  et(i)  thk()  d()
@)  (m) (K (kg/wm®) (kg/m°) (kg/m°) (J/kg-K) (W/m-K) (m)
23 F  0.00933 0.54105 254.720 167.5680 167.5680  0.0000  1973.4 0.13866 0.001438
22 F 001909 0.52679  255.425 167.4013 167.4013  0.0000  1978.9  0.13972 0.000584
21 F 0.01907 0.50762  256.825 167.4138 167.4138  0.0000 1989.9 0.14246 0.000569
20 F 0.04981 0.47313  259.061 220.6364 220.6364  0.0000  2007.4 0.20876 0.000615
19 F  0.04989 0.42326  261.626 240.4578 240.4578  0.0000 2027.4  0.24264 0.000560
18 F 0.04976 0.37342  263.627 2210858 221.0868  0.0003  2043.0 0.22408 0.000573
17F  0.04981 0.32361  265.285 230.9223 230.9223  0.0004  2065.9 0.24406 0.000573
16 F  0.04983 0.27377 268.844 240.8766 240.8756  0.0008 2088.5 0.26426 0.000573
15 F 004985 0.22392 287.880 250.8660 250.8650  0.0009  2076.0  0.28504 0.000573
14 F  0.04974 0.17410  269.074 241.2404 241.2404  0.0016  2085.5 0.27897 0.000573
13F  0.04997 0.12423  270.110 350.2754 350.2754  0.0038  2093.6  0.46674 0.000673
12F  0.03951 0.07946  271.107 222.8034 222.8034  0.0053  2101.4 0.26879 0.000573
11 F  0.02000 0.04969 271.745 799.9984 799.9984  0.0406 2108.4 1.85416 0.000573
10 F ~ 0.03966 0.01984 272.312 251.5380 261.5380  0.0358  2111.0  0.31787 0.000573
9M 0.05000 -0.02500 272.967 1950.0000 350.0000 271.2416 1254.0 1.88875 0.000020
8M 0.05000 -0.07500 272.998 1950.0000 350.0000 290.7008 . 1274.9  1.60875 0.000020
TM  0.05000 -0.12500  273.000 1800.0000 200.0000 171.8402 1086.4 0.98153 0.000020
6 M 0.05000 -0.17500 273.000 1800.0000 200.0000 171.897T 1068.5 0.98137 0.000020
SM  0.0000 -0.25000  273.002 1800.0000 200.0000 172.5119  1067.2 0.97961 0.000020
M 0.20000 -0.40000 273.101 1800.0000 200.0000 196.3535  1094.9 0.91383 0.000020
3T 0.20000 -0.60000 273.348 1800.0000 200.0000 200.0000 1099.2 1.33357 0.000020
2T 0.20000 -0.80000 273.777 1800.0000 200.0000 200.0000 1099.2 1.33357 0.000020
1 T 0.20000 -1.00000 274.500 1800.0000 200.0000 200.0000  1099.2  1.33367 0.000020

i1

FIGURE 6. Sample Ourput File Snow.out
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4 Model Validation

[n addition to the development of a snow temperature model, CRREL has conducted an on-
going program to measure the surface temperature of naturai and compacted snow. Comparison
of field test measurements with model predictions for both snow types have yielded standard
deviatons in the range of +1.0 to £1.5°C. These experimental results, along with earlier, less
complex versions of the snow temperature model are discussed in the papers (Jordan, et.al., 1986)

and (Jordan, et.al. 1989). The water flow algorithm gives results within +2% of Colbeck’s test
cases for dry and wet snow.
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6 APPENDIX

6.1 Example: Bare Soil Case

This section deals with the input for a bare soil case. As noted previously, SNTHERM .89
does not consider capillary acnon 1n soil yet, so the effects of the fluid flow are not accurately
represented.

An arbitrary set of meteorological data and soil properties were used. This example was
also used to demonstrate the solar esumation and user defined material options. In additon, the
IR calculanon option was used in this example. Figures 9, 10, and 11 show the contents of
the input files FILENAME, Soil.in, and Mersoil.in, respectively, that were used in modeling this
example.

Predictions for the bare soil case were obtained for a twenry-four hour period (rnidxiight to
midnight). Figure 12 parually lists the output file Soil.out while Figure 13 graphically depicts
the predicted surface temperature history as well as the ambient air temperature.

'Soil.in’
"Metsoil.in’
'Duml’
‘Soil.out’
.I'DwrlZl
IDWI

FIGURE 9. Input File FILENAME for Example Bare Soil Case
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FIGURE 10. Input File Soil.in for Bare Soil Case

2,13,1,1000,1,1,0,0,1000.,0,0,3600.,0,
In,pinv,ifluxout,bp,isolarcalc,ircale,islope,itracks,bexs,itm,joutfiltrate,dtbase,imetcalc
3*1.75, height(1..3)
12,91,0.40,.001,999.,1.,1.,3.45
10,92,0.40,.001,999,,1,,1.,3.45, (nn(i),ltype(i),qts(l),snaught(l),cd(i),rce(i),reh(l),ck(i),i=1,ln)
1,10.,10.,900.,800.,.05,.1, ngood,dtmin,dtsmin,dtmax,dtssmax,dssallowed ,errtaliowd
' user91’,2700,1600,710, .184, 1,.05, 0.4,0.9, soilnamae, rhod,bd,cds,dkdry,icoarse,djp,alb,em
' user92’,2800,1700,710, .184, 1,.05, 0.4,0.9, soilname, rhod,bd,cds,dkdry,icoarse,djp,alb,em

49.6,72.0,0.,0.,5, dlatt,dlongt,elev,azslope,itimesone

288.20 0.02500 65.0 0.0000

288.20 0.02500 85.0 0.0000

288.20 0.02500 63.0 0.0000

287.95 0.02500 65.0 0.0000

287.70 0.02500 685.0 0.0000

287.45 0.02500 655.0 0.0000

287.20 0.02500 65.0 0.0000

286.95 0.02500 65.0 0.0000

288.70 0.02500 65.0 0.0000

286.45 0.02500 €5.0 0.0000

286.20 0.02500 65.0 0.0000

285,95 0.02500 65.0 0.0000

285.70 0.02500 65.0 0.0000

285.45 0.02500 65.0 0.0000

2856.20 0.035600 85.0 0.0000

284.95 0.02500 85.0 0.0000

284.70 0.02500 65.0 0.0000

284.45 0.02500 65.0 0.0000

284.20 0.02500 65.0 0.0000

283.95 0.02500 65.0 0.0000

283.70 0.01000 85.0 0.0000

283.45 0.01000 65.0 0.0000

15




* Ll Mlie a

90 249 0 0 284.100 50.000 0.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
50 249 1 0 283.100 50.000 0.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 2 0 283.100 50.000 0.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 3 0 281,400 50.000 0.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 4 0 280.900 50.000 0.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 O 0.00 0
90 249 5 0 280.300 50.000 0.200 6.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 8 0 280.000 50.000 0.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 O
90 249 7 0 283.900 50.000 0.300 0.000 0.000 0.000 6.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 8 0 289.300 50.000 1.300 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 O

90 249 9 0 292.100 60.000 0.800 0.000 0.000 0,000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 10 0 292.700 50.000 1.100 0.00Q 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0

90 249 11 0 294,100 50.000 0.600 0.000 0.000 C.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
00 249 12 0 293.500 50.000 0.500 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 13 0 261.800 50.000 1.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 14 0 290.900 50.000 1.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 15 0 289.500 50.000 0.300 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 16 0 289.500 50.000 0.700 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 17 0 288.400 50.000 0.700 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 18 0 288.100 60.000 0.300 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 O
90 249 19 0 287.300 50.000 0.400 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 20 0 284.500 50.000 0.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 O 0.00 0 0.00 0
90 249 21 0 283.800 50.000 0.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 O 0.00 0 0.00 O
90 249 22 0 282,700 50.000 0.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 O
90 249 23 0 282.100 50.000 0.200 0.000 0.000 0.000 0.000 0 0.0000 0.00 0 0.00 0 0.00 0
90 249 24 0 281.200 50.000 0.200 0.000 0.000 0.000 0.000 0 0.000C 0.00 0 0.00 0 0.00 0

FIGURE 11. Input File Metsoil.in for Bare Soil Case
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m—

h e

bi(i)

63.7051
85.0000
65.0000
65.0000
85.0000
656.0000
856.0000
656.0000
86.0000
65.0000
65.0000
65.0000
85.0000
65.0000
65.0000

86.0000
85.0000

65.0000
65.0000

65.0000
85.0000

65,0000

date-time t(n) t(sg) tkair  nodes calc-iter
90249 1 0  279.714 285.818 283.100 22 T 41
90249 2 0  278.506 285.764 283.100 22T 90
90240 3 O  277.567 285.621 281400 23 T 124
90249 4 0  276.753 286.409 280.900 22 T 156
90249 5 0  278.083 285.154 280.300 22 T 1&a
90249 6 0  277.137 284.872 280.000 23T 218
90249 7 0 281,410 284.688 283.900 22T 280
90249 8 0  287.442 284.360 289.300 22T 330
90249 9 0  202.183 284.321 202100 22T 360
90249 10 0  293.809 284.509 292700 22T 415
50249 1 0  295.772 284.502 294.100 22 T 488
90249 12 0 205.915 285.413 293.500 23 T 521
i P ds(i) z(i) t(i) bt(i) bw (i)
m)  (m) (K)  (kg/md) (g/md)  (kg/md)
22T 0.01000 -0.00500  294.424 1763.7051  63.7051
21T 0.01000 -0.01500 294.014 1765.0000  65.0000
20T 0.02500 -0.03250  293.184 1765.0000  65.0000
19T 0.02500 -0.05750  291.767 1785.0000  65.0000
18T 0.02500 -0.08250  290.332 1765.0000  65.0000
17T 0.02500 -0.10750 289.026 1765.0000  85.0000
16 T 0.02500 -0.13250  287.929 1765.0000  65.0000
15T 0.02500 -0.15750 287.078 1766.0000  65.0000
14T 002500 -0.18250  286.467 1765.0000  65.0000
13T 002500 -0.20750  286.073 1765.0000  65.0000
12T 002500 -0.23250  285.879 1665.0000  65.0000
11T 002500 -0.25750  285.827 1665.0000  65.0000
10T 002500 -0.28250  285.891 1665.0000  65.0000
9T 002500 -0.30750  286.041 1665.0000  65.0000
8T 002500 -0.33250  286.249 1665.0000  85.0000
7T 002500 -0.35750  286.498 1665.0000  65.0000
6 T 0.02500 -0.38250 286.768 1665.0000  65.0000
5T 0.02500 -0.40750  287.049 1665.0000  65.0000
+T 002500 -043250 287.336 1665.0000  65.0000
3T 002500 -045750  287.624 1665.0000  65.0000
2T 002500 -0.48250  287.912 1665.0000  65.0000
1 T 002500 -0.50750  288.200 1885.0000  65.0000
FIGU
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ct( 1)

-

thk(i)  d(i)

layer

(J/kg-K) (W/m-K) (m)

336.5
839.0
839.0
839.0
839.0
839.0
839.0
839.0
839.0
839.0
846.7

846.7
846.7
340.7
846.7

848.7

846.7

846.7

846.7
840.7
8468.7
848.7

0.84288 0.000020 userg?
0.85188 0.000020 user9?
0.85168 0.000020 user9?
0.86168 0.000020 user9)
0.85168 0.000020 userd3
0.85168 0.000020 userd?
0.86168 0.000020 user9?3
0.85188 0.000020 usero3
0.86168 0.000020 user93
0.86168 0.000020 userd2
0.83237 0.000020 userdi

0.83237 0.000020 user9l
0.83237 0.000020 nser9l
0.83237 0.000020 userdl
0.83237 0.000020 userdl

0.83237 0.000020 userol
0.83237 0.000020 userd1

- 0.83237 0.000020 user9l

0.83237 0.000020 user9l
0.83237 0.000020 user9l
0.83237 0.000020 user9l
0.83237 0.000020 ugerdl

—_—
RE 12. Output File Soil.out for Bare Soil Case




date-time

90249
90249
90249
90249
90249
90249
90249
90249
90249
90249
90249
30249

13
14
13
16
17
18
19
20
21
22
23
24

o O O O 0O 0 O O o o O O

t(n)

294.424
293.231
291.918
290.375
288.180
285.885
283.531
281.739
280.407
279.316
278.438
277.629

t(eg)

285.979
286.529
287.004
287.382
287.859
287.831
287.893
287.839
<87.677
287.432
287.133
286.799

ticair

291.800
290,900
289,500
289.600
288.400
288.100
287.300
284.800
283.800
282.700
282.100
281.200

nodes calc-iter

22 T
22 T
22T
22 T
22T
22T
22T
22T
22 T
22 T

22 T
22 T

594
633
702
771
843
880
919
954

987

1019

1051

1083

-

FIGURE 12a. Qupur File Soilout.in for Bare Soil Case(cont)
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